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1. Introduction 

The successful application of data mining in highly visible fields like e-business, marketing and retail have led to the popularity of its 

use in knowledge discovery in databases (KDD) in order industries and sectors. Among these sectors that are just discovering data 

mining are the fields of medicine and public health. Advances in medical information technology have enables healthcare industries to 

automatically collect huge amount of data through clinical laboratory examinations. 

Data is a great asset to meet long-term goals of any organization and can help to improve cross-patient analysis and patient-doctor 

relationship management. It can also benefit healthcare providers like hospitals, clinics and physicians and patients, for example, by 

identifying effective treatments and best practices. Cross-patient analysis of such data has attracted much interest because it might 

reveal underlying relationships between the course of examination results and diseases, which might be commonly observed on many 

patients. This analysis can improve patient care and diagnosis. 

Recent advances in software and technological breakthroughs in hardware had made the storage and accessing of huge amount of data 

economical. It is now possible to operate on large datasets in a reasonable time to perform exhaustive searches and find brute force 

solutions. In spite these advanced techniques, knowledge discovery from these huge databases is still a big challenge, especially in the 

field of medicine [1]. Knowledge discovery using data mining techniques is a perfect solution of these situations. 

The main challenge now is to find techniques that bridge the two fields, data mining and medical science, for an efficient and 

successful knowledge discovery. The eventual goal of this data mining effort is to identify factors that will improve the quality and cost 

effectiveness of patient care. 

Usage of data mining techniques for healthcare management is becoming increasingly popular due to several reasons. One important 

factor is the huge amounts of data generated by healthcare transactions are too complex and voluminous to be processed and analyzed 

by traditional methods. The data consists of patient details, hospital resources, and disease diagnosis details and analyzed for 

knowledge extraction that enables support for cost-savings and can improve decision-making by discovering patterns and trends in 

large amounts of complex data. 

Medical data mining has great potential for exploring the hidden patterns in the data sets of the medical domain. Hidden patterns or 

similarities and relationships in medical data like common treatment procedures provided to similar diseases or symptoms patterns that 

have occurred to previous patterns. 

The problem of extracting hidden patterns in medial domain is becoming increasingly relevant today, as the records of patient’s 

clinical trials and other attributes are available electronically. The purpose of finding patterns in medical databases is to identify those 
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patients which share common attributes and hence constitute same risk group. These patterns, if accurately discovered, can be utilized 

diagnosis. 

Cross-patient analysis of such data has attracted much The successful application of data mining in highly visible fields like e-business, 

marketing and retail have led to the popularity of its use in knowledge discovery in databases (KDD) in order industries and sectors. 

Among these sectors that are just discovering data mining are the fields of medicine and public health. Advances in medical 

information technology have enables healthcare industries to automatically collect huge amount of data through clinical laboratory 

examinations. 

Data is a great asset to meet long-term goals of any organization and can help to improve cross-patient analysis and patient-doctor 

relationship management. It can also benefit healthcare providers like hospitals, clinics and physicians and patients, for example, by 

identifying effective treatments and best practices. Cross-patient analysis of such data has attracted much interest because it might 

reveal underlying relationships between the course of examination results and diseases, which might be commonly observed on many 

patients. This analysis can improve patient care and diagnosis. 

Recent advances in software and technological breakthroughs in hardware had made the storage and accessing of huge amount of data 

economical. It is now possible to operate on large datasets in a reasonable time to perform exhaustive searches and find brute force 

solutions. In spite these advanced techniques, knowledge discovery from these huge databases is still a big challenge, especially in the 

field of medicine. Knowledge discovery using data mining techniques is a perfect solution of these situations. 

The main challenge now is to find techniques that bridge the two fields, data mining and medical science, for an efficient and 

successful knowledge discovery. The eventual goal of this data mining effort is to identify factors that will improve the quality and cost 

effectiveness of patient care. 

Usage of data mining techniques for healthcare management is becoming increasingly popular due to several reasons. One important 

factor is the huge amounts of data generated by healthcare transactions are too complex and voluminous to be processed and analyzed 

by traditional methods. The data consists of patient details, hospital resources, and disease diagnosis details and analyzed for 

knowledge extraction that enables support for cost-savings and can improve decision-making by discovering patterns and trends in 

large amounts of complex data. 

Medical data mining has great potential for exploring the hidden patterns in the data sets of the medical domain. Hidden patterns or 

similarities and relationships in medical data like common treatment procedures provided to similar diseases or symptoms patterns that 

have occurred to previous patterns. The problem of extracting hidden patterns in medial domain is becoming increasingly relevant 

today, as the records of patient’s clinical trials and other attributes are available electronically [2]. The purpose of finding patterns in 

medical databases is to identify those patients which share common attributes and hence constitute same risk group. These patterns, if 

accurately discovered, can be utilized diagnosis. The successful application of data mining in highly visible fields like e-business, 

marketing and retail have led to the popularity of its use in knowledge discovery in databases (KDD) in order industries and sectors. 

Among these sectors that are just discovering data mining are the fields of medicine and public health. Advances in medical 

information technology have enables healthcare industries to automatically collect huge amount of data through clinical laboratory 

examinations. 

Data is a great asset to meet long-term goals of any organization and can help to improve cross-patient analysis and patient-doctor 

relationship management. It can also benefit healthcare providers like hospitals, clinics and physicians and patients, for example, by 

identifying effective treatments and best practices [7]. Cross-patient analysis of such data has attracted much interest because it might 

reveal underlying relationships between the course of examination results and diseases, which might be commonly observed on many 

patients. This analysis can improve patient care and diagnosis. Recent advances in software and technological breakthroughs in 

hardware had made the storage and accessing of huge amount of data economical. It is now possible to operate on large datasets in a 

reasonable time to perform exhaustive searches and find brute force solutions. In spite these advanced techniques, knowledge 

discovery from these huge databases is still a big challenge, especially in the field of medicine [3]. 

Knowledge discovery using data mining techniques is a perfect solution of these situations. The main challenge now is to find 

techniques that bridge the two fields, data mining and medical science, for an efficient and successful knowledge discovery. The 

eventual goal of this data mining effort is to identify factors that will improve the quality and cost effectiveness of patient care. 

Usage of data mining techniques for healthcare management is becoming increasingly popular due to several reasons. One important 

factor is the huge amounts of data generated by healthcare transactions are too complex and voluminous to be processed and analyzed 

by traditional methods. The data consists of patient details, hospital resources, and disease diagnosis details and analyzed for 

knowledge extraction that enables support for cost-savings and can improve decision-making by discovering patterns and trends in 

large amounts of complex data. 

Medical data mining has great potential for exploring the hidden patterns in the data sets of the medical domain. Hidden patterns or 

similarities and relationships in medical data like common treatment procedures provided to similar diseases or symptoms patterns that 

have occurred to previous patterns [9]. The problem of extracting hidden patterns in medial domain is becoming increasingly relevant 

today, as the records of patient’s clinical trials and other attributes are available electronically. The purpose of finding patterns in 

medical databases is to identify those patients which share common attributes and hence constitute same risk group. These patterns, if 

accurately discovered, can be utilized diagnosis. 
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2. Intuitionistic Fuzzy C-means with Point Symmetry Distance Measure (IFCM-PS) 

Intuitionistic fuzzy c-means only takes into account the distance between objects and centroids. Hence, could not efficiently cluster 

non-spherically separable data. We are proposing a robust method by incorporating the distance metric which also considers the 

variation of points within the cluster into conventional IFCM algorithm to regularize the distance variation in each cluster. IFCM-σ 

minimizes the objective function as: [11] 

        (1) 

Where 

 

 

And PSi is the weighted mean distance of cluster i and is given by 

 

 

(2) 

 

Here   where   denotes the IFCM-PS membership and  denotes the FCM-PS membership of the kth 

data in ith class. 

 

3. Genetic Algorithm 

Genetic Algorithms (GA) are used to determine the best initialization of clusters as well as optimization of initial parameters. Genetic 

Algorithms attempt to incorporate the ideas of natural evolution [4]. In general, they start with an initial population, and then a new 

population is created based on the notion of survival of the fittest. Typically, fitness is the measure for how good this population is and 

can be calculated depending on the nature of the application, where a distance measure is the most common [10]. Then a process called 

crossover is done over the new population where substrings from selected pairs are swapped. [12] 

 

3.1. Algorithm 1: Pseudo code of Genetic Algorithm 

Begin  

1.  T=0 

2.  Initialize population P(t) 

3.  Compute fitness P(t) 

4.  T = t+1 

5.  If termination criterion achieved, go to step 10 

6.  Select P(t) from P(t-1) 

7.  Crossover P(t) 

8.  Mutate P(t) 

9.  Go to step 3 

10. Output best and stop 

End. 

 

Where ‘t’ represents the generation number, and P stands for population. The first population is initialized by coding it into a specific 

type of representation then assigned to a cluster. Fitness is calculated in the evaluation step. Selection process chooses individuals from 

population for the process of crossover. Recombination (or crossover) is done by exchanging a part (or some parts) between the chosen 

individuals, which is dependent on the type of crossover (Single point, Two points, Uniform, etc) [5][6]. Mutation is done by replacing 

few points among randomly chosen individuals. Then fitness has to be recalculated to be the basis for the next cycle. Initial starting 

points generated by K-Means make the clustering results reach the local optima.  

The better results of K-Means clustering can be achieved by computing more than one time. However, it is difficult to decide the 

computation limit, which can give the better result. In this paper, we propose a new approach to optimize the initial centroids for K-

Means. It utilizes all the clustering results of K-Means in certain times. Then, the result by combining with Hierarchical algorithm in 

order to determine the initial centroids for K-Means. The experimental results show how effective the proposed method to improve the 

clustering results by K-Means. The following are the advantages of hybrid approach (combination of K-Means and genetic 

algorithms). 
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3.2. Algorithm 2: Proposed Genetic Algorithm 

Yan Wang et al developed an advanced genetic algorithm for complex value encoding. The proposed improved genetic algorithm is 

developed with simple modification of Yan Wang et al. algorithm [9]. Then the new algorithm [12] is combined with K-Means and 

makes the selection process of centroids.  

 

The algorithm is as follows: 

 

1. In the beginning, two populations with the size of N chromosomes  and  were created randomly by 

system, which and indicate the modulus and angle of complex of allele respectively. The chromosomes’ length is m. 

 The  chromosomes contained the initial population with N chromosomes. Then 

the variable  which corresponded by allele can be expressed as follows: 

  
1. Evaluates the fitness of each individual in that population; 

2. If pre-specified, the termination criteria are reached, then stop; 

3. Select the best-fit individuals for reproduction; 

 

Breed new individuals through crossover and mutation operations to give birth to offspring; Go back to step 2. 

 

Thus, the proposed genetic algorithm initiates the process of K-Means. This algorithm accuracy is thoroughly checked with different 

datasets. The experimental analyses are discussed in next chapter. 

 

4. Comparison of IFCM-PS with Advanced Genetic Algorithm 

The proposed advanced genetic algorithm is executed with different data sets as noted in the Table-I. Then the efficiency in terms of 

time and accuracy of the advanced genetic algorithm is also compared with IFCM-PS as given in the Table-I and in the fig 1.and fig 2. 

So, the IFCM-PS algorithm is executed for 50 times and the readings are noted. Similarly, the hybrid algorithm was also executed for 

50 times. Finally, the average value is calculated for each algorithm by using different datasets. The datasets used for this work are 

Diabetes, Heart disease and Breast Cancer datasets. Three real-life datasets were obtained from UCI Machine learning runs and results 

were noted repository. 

 

Table 1: Comparative Results of IFCM-PS and Advanced Genetic Algorithm 
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 Figure 1: Accuracy Value   Figure 2: Execution Time for the Datasets 

ALGORITHM 

DATA SETS 

Heart Diseases Breast Cancer Diabetes 

Execution Time (sec) Accuracy (%) Execution Time (sec) Accuracy (%) 
Execution 

Time (sec) 

Accuracy 

(%) 

 

IFCM-PS 
0.4856 13.9980 0.3201 25.9211 0.4118 15.8673 

Genetic Algorithm 

(Proposed) 
0.4776 16.9031 0.2989 26.8303 0.3889 16.8023 
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After conducting experiments on various datasets, it is clearly shown that the proposed genetic algorithm works. The various analyses 

can be seen so far. From that we can conclude that the average error rate for K-Means is higher than other algorithms. The main aim 

for developing genetic algorithm is to improve the accuracy of K-Means in the process of selecting centre points of the clusters. As per 

our results, we are getting good accuracy during execution of genetic algorithm for initialization process of K-Means. Whatever, K-

Means is very fast in computation, the error rate is high. Due to the help of genetic algorithm with K-Means, the average error rate is 

reduced gradually. 

 

5. Conclusion 

The hybrid approach that includes both K-Means algorithm and genetic algorithm yields good result in the process of clustering when 

compared with IFCM-PS approach. The genetic algorithm shows the improvement in the accuracy and efficiency of the K-Means 

initialization process. The experimental evaluation scheme was used to provide a common base of performance assessment and 

comparison with other methods. The proposed genetic algorithm was then compared with existing K-Means algorithm. The results of 

this comparison show that the GA can achieve better results for the solutions in a faster time from the execution of algorithm on the 

four data sets; we find that improved algorithm work well and yield meaningful and good results in the terms of clustering techniques.  
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