
 The International Journal Of Science & Technoledge  (ISSN 2321 – 919X) www.theijst.com 

 

126                                                          Vol 4  Issue 7                                                   July, 2016 

 

 

THE INTERNATIONAL JOURNAL OF  

SCIENCE & TECHNOLEDGE 
 

A Survey on Robust Speaker Recognition for Noise and Channel Robustness 

 

 

 

 

 

 
 

 

 
 

1. Introduction 

People express their thoughts in numerous ways and among them speech is the most convenient and effective way of communication. 

It is easy to gather the speech samples of people using simple devices such as telephones, microphones, any audio/video devices and 

hence it is the best choice of remote authentication. The most common method employed in authenticating a person is verifying the 

object he/she possess and then his knowledge (e.g. PIN and passwords). These can easily be stolen by an intruder or forgotten by the 

person himself. A more secured and sophisticated technique is to use the biometric data such as fingerprints, face and voice of a 

person which are unique to the individual and exemplify the individual. And these data cannot be forgotten or stolen by someone else. 

As speech is the easiest data to collect, persistent and less obtrusive, a system that processes the speech and recognizes the individual 

receives constant attention of the researchers. Speaker Recognition (SR) also commonly known as voice recognition is identifying the 

person to whom the voice belongs to rather than what was spoken. The latter is known as speech recognition. The first type of speaker 

recognition system in the 1960’s uses spectrogram of voices, also known as voiceprint analysis. It is the acoustic spectrum of the voice 

that is similar to the fingerprint. However, this type of analysis could not fulfill the aim of automatic recognition as human 

interpretation was needed. Later in 1980’s different types of features were extracted from speech. These features were represented in 

time, frequency or in both domains and used for speaker recognition. 

Two broad divisions of Speaker recognition are Speaker Identification (SI) and Speaker Verification (SV). From the literature review 

one can find that the term speaker verification is also referred as voice verification, speaker authentication, voice authentication, and 

talker verification and talker authentication. 

Speaker Identification is finding a match between the testing (unknown speaker’s) speech signals with any of the (known speaker’s) 

speech signal which has been modeled already. Speaker verification is checking the claim of a person about his identity is true or not. 

So speaker identification is 1: N matching process while speaker verification is 1:1 matching process. Speaker identification or 

speaker verification can be further classified as text-dependent or text-independent. In a text-dependent system, user is expected to say 

the same words for which the model has been created. In a text-independent system the user need not to speak the same words to 

recognize one. 

Speaker identification can be further classified into open and closed set recognition. In open set recognition, the system is able to 

suggest that the voice from the unknown speaker does not match any speaker in the registered database. In closed set recognition, the 

voice will come only from the specified set of known speakers and the system is forced to make a decision based on the best matching 

speaker in the registered database. 

This paper is organized as follows: Section 2 briefly explains the various tasks involved in any SRS. Section 3 gives an overview of 

the several basic SRS. Issues and challenges faced with these SRS have been discussed in Section 4. The robust SRS addressing the 

different issues is given in Section 5. The performances of the robust SRS are discussed in Section 6. 
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2. Tasks of a SRS 

A typical speaker recognition system involves several tasks and this section briefly explains each of them. 

 

2.1. Pre-processing 

The recorded speech signal may have some undesired noise due to additive acoustic noise or a reverberation or channel/media effects. 

Sometimes the environment may differ between the training and testing phase and all these may tends to decrease the performan

Speaker Recognition System. Removing these undesired noises and managing the mismatch in environment and channel is called pre

processing. 

 

2.2. Feature Extraction 

A speech signal carries information about the speech (what was spoken), speaker (who was spoken), language (the language that

spoken like English or Tamil etc.) and the emotion (happy or angry 

uniquely identifies/verifies a speaker. The speech signal is

features that unique to recognize the speaker from the waveform. These speaker specific features can be broadly class

level” features and “high-level” features. 

 

2.2.1. Low-level Features 

Most of the speaker recognition system uses the spectral or the acoustic features of speech signals. These acoustic features 

the physical structure of the vocal tract and differ from person to person. It is also called as low

their low-complexity. The low-level features can be determined effectively from a very short overlapping frame of the speech signals, 

generally less than 30ms. The speech signals are quasi

characteristics found to be stationary. Mel Frequency Cepstral Coefficient (MFCC), Linear Prediction Cepstral Coefficient (LP

and Perceptual Linear Prediction (PLP) are few examples of low

come from the same training and testing environment or if there is no mismatch between the training and testing phase. 

Mel-Frequency Cepstral Coefficients (MFCC) 

MFCC is the widely used low-level feature in speaker recognition systems. Human ears have varying bandwidth with frequencies and 

filters are spaced linearly at low frequencies and logarithmically at high frequencies. The block diagram indica

in extracting the MFCC is given below: 

The speech signal in divided into small frames of size 25ms to 40ms and frames are formed for every 10ms. The frame size is c

in such a way that characteristics of speech signals do not va

window is performed on each frame to reduce the artifacts caused by the window size. A Fast Fourier transform is applied on t

speech samples to calculate the magnitude spectrum and then

bin is then transformed into mel-scale bins. This mel

function and finally by a DCT. Ignoring few first and 

Linear Predictive Cepstral Coefficients (LPCC) 

In LPCC method, the given speech sample can be approximated with the past ‘n’ speech samples. After framing and windowing the

speech signal, either the autocorrelation or covariance methods will give this approximation.

frames windowed frame is auto correlated to give
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Figure 1: Speaker Recognition 

A typical speaker recognition system involves several tasks and this section briefly explains each of them. 

some undesired noise due to additive acoustic noise or a reverberation or channel/media effects. 

Sometimes the environment may differ between the training and testing phase and all these may tends to decrease the performan

Removing these undesired noises and managing the mismatch in environment and channel is called pre

A speech signal carries information about the speech (what was spoken), speaker (who was spoken), language (the language that

) and the emotion (happy or angry etc.). A Speaker Recognition System extracts the features th

a speaker. The speech signal is converted into digital form and the feature extraction module extracts 

features that unique to recognize the speaker from the waveform. These speaker specific features can be broadly class

Most of the speaker recognition system uses the spectral or the acoustic features of speech signals. These acoustic features 

ct and differ from person to person. It is also called as low-level features and preferred due to 

level features can be determined effectively from a very short overlapping frame of the speech signals, 

. The speech signals are quasi-stationary in nature but in a short duration (between 20ms and 30ms) its 

characteristics found to be stationary. Mel Frequency Cepstral Coefficient (MFCC), Linear Prediction Cepstral Coefficient (LP

Prediction (PLP) are few examples of low-level features. These features are good for a system that has data 

come from the same training and testing environment or if there is no mismatch between the training and testing phase. 

level feature in speaker recognition systems. Human ears have varying bandwidth with frequencies and 

filters are spaced linearly at low frequencies and logarithmically at high frequencies. The block diagram indica

The speech signal in divided into small frames of size 25ms to 40ms and frames are formed for every 10ms. The frame size is c

in such a way that characteristics of speech signals do not vary much. A suitable windowing function, generally Hamming or Hanning 

window is performed on each frame to reduce the artifacts caused by the window size. A Fast Fourier transform is applied on t

speech samples to calculate the magnitude spectrum and then the samples are processed by a bank of band

scale bins. This mel-frequency weighted magnitude spectrum is then processed by a non

function and finally by a DCT. Ignoring few first and last DCT coefficients, remaining coefficients represent the MFCC features.

 

In LPCC method, the given speech sample can be approximated with the past ‘n’ speech samples. After framing and windowing the

ignal, either the autocorrelation or covariance methods will give this approximation.After segmenting the speech data into 

frames windowed frame is auto correlated to give 

 

Speaker 
Recognition

Speaker 
Identification

Open set

Text 
independent

closed set open set

Speaker 
Verification

Text 
dependent

Text 
independent

www.theijst.com 

                       July, 2016 

 

A typical speaker recognition system involves several tasks and this section briefly explains each of them.  
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2.2.2. High-level Features 

Acoustic features of speech differ amongst individuals. These acoustic features include both learned behavioral features (e.g. pitch, 

accent) and anatomy (e.g. shape of the vocal tract and mouth) [10]. The properties of speech signal like pitch, tone, volume are unique 

to the individuals because these properties are depend on the size and shape of the mouth, vocal  and nasal tract along with the size, 

shape and tension of the vocal tract. The pattern of words used, phone duration, stress pattern, intonation, idiolect, vocabulary, pitch, 

rate and rhythm of speech, formant frequencies, energy distribution of a longer frame are considered as “high-level” features. These 

features are captured from speech signals with time-scale more than few seconds and the computation complexity of these features are 

higher than that of low-level features.  

A few researches have been done by combining the high-level features with low-level features using fusion techniques. 

 

2.3. Speaker Modeling 

The features extracted from the speech signals are represented in a feature vectors and these feature vectors are used to create a 

speaker’s model. The number of reference templates need for efficient speaker recognition system depends upon the kind of features 

extracted. The speaker models can be broadly classified as generative or discriminative model. 

 

2.3.1. Gaussian Mixture Model (GMM) 

Assuming that feature vectors follow a Gaussian distribution, a Gaussian model characterizes mean and a deviation about the mean of 

a feature vectors. Given a feature vector xt, a GMM for a speaker is a weighted sum of N component densities, given as, 

p(xt, λ) = ∑gi N(xt, µi, ∑i). The parameters of a GMM are the mean vectors, covariance matrices, and mixture weights from all N 

component densities. If the number of mixtures is sufficiently enough (say 64 or more), the component densities can represent the 

individual speaker’s broad phonetic class distributions.  

The parameters of a GMM are estimated using the expectation-maximization (EM) algorithm [17][18]. It was observed that the EM 

algorithm guarantees monotonic convergence to the set of optimal parameters in only a few iterations. In the field of speaker 

recognition, GMM is the widely used model due to its better results in recognizing speakers. But the results of GMM can be relied 

upon only if we have enough training data to properly estimate the model parameters. Another drawback with GMM is that the 

mismatch in dataset between the training and testing session degrades the overall system performance. These problems can be solved 

by having huge volume of varied data, but in real-time it is difficult to get this. 

The above mentioned drawbacks or limitations of GMM were overcome by an approach called Universal Background Model (UBM), 

which models all speakers other than the claimed speaker. Since UBM is trained by all of the feature space of all speaker data, the 

insufficient and unseen data problems were solved.  

 

2.3.2. Hidden Markov Model (HMM) 

The Hidden Markov Model (HMM) is a statistical model in which the temporal productions are represented as first-order Markov 

process. Figure 2 shows a sample HMM which comprises of a sequence of states with a GMM associated with each state. Each state 

in the GMM represents a The stationary unit of the speech signal, called “tri-phone” is represented a particular state in the GMM. 

During the training phase HMM uses the Estimation-Maximization (EM) algorithm. In the evaluation phase, the most probable 

sequence of states/phones is estimated for a given speech signal. The scores calculated are accumulated to obtain the utterance and 

speaker specific likelihood. The HMMs are mainly used in text-dependent speaker verification systems since it depends on the phonic 

content of the speech signal. 

 

2.3.3. Support Vector Machine (SVM) 

The Support Vector Machine (SVM) derives an optimal separation between the target and non-target speakers by fitting a hyperplane. 

This hyperplane is chosen according to a maximum margin criterion [19]. According to MM criterion, a hyperplane that maximizes 

the Euclidean distance to the nearest data point on each side of the plane is chosen. One of the limitations of SVM is that, it is suitable 

for static data vectors. But the feature extractor, for a given speech utterance extracts a sequence of feature vectors instead of a single 

data vector. But this sequence of feature vectors can be converted, using a polynomial classifier [20], sequence kernel functions [21] 

or GMM super vectors [22], to a single data vector. 

 

2.3.4. Vector Quantization (VQ) 

A Vector Quantization (VQ) is a technique in which vectors of a large space is mapped to a finite number of regions in that space, 

called cluster.  A cluster is represented by its centroid [9]. A group of all such centroids forms a codebook. Even though the codebook 

is smaller than the original sample, it still accurately represents a person’s voice characteristics. Since the amount of data is 

significantly less, it reduces the amount of computations needed for comparison in later stages.  

 

2.4. Pattern Matching  

Pattern matching is the process of comparing a test speech signal against the previously stored template and determining the similarity 

score. Acceptance or rejection of the claim is then based upon whether the score exceeds the given threshold. 
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3. Overview of basic Speaker Recognition Systems 
Plenty of research or activity has been done on speaker recognition and still many research works is going on improving the speaker 

recognition model with a lesser error rate or finding a robust speaker recognition model. This section discusses the conventional SR 

models and advancement in speaker recognition.  

The cepstrum feature and pattern matching technique was first used in a text-dependent ASR system and the system resulted in 2% 

error rate for speaker verification and speaker identification. Even though the error rate was less, the system was tested with the 

population of size 10, and hence one could not rely on the effectiveness of the system [55]. Another SR system used Filter-bank 

features and DTW for the recognition model. This system has shown a better result of 0.8% error rate at 6s for the population size 200 

[56]. Text-dependent SR system that included the cepstrum and LP features with autocorrelation and projected a long term statistics. 

The EER found in this system was 1% at 3s[57]. 

Another approach proposed in [type ref. number here] used Mel-cepstrum feature and the stochastic model HMM (GMM) for the 

recognition system. The system showed a very good result of 0.12% error rate @ 10s for the population of 138 people [58]. Mohd 

Zaizu Ilyas et al [59] presented a speaker verification system using a combination of Vector Quantization (VQ) and Hidden Markov 

Model (HMM) to improve the HMM performance. A Malay spoken digit database which contains 100 speakers was used for the 

testing and validation modules. It was shown that, by using that combination technique, a total success rate (TSR) of 99.97% was 

achieved and it was an improvement of 11.24% in performance compared to HMM. For speaker verification, true speaker rejection 

rate, impostor acceptance rate and equal error rate (EER) were also improved significantly compared to HMM. 

 

Method FRR FAR TSR ERR 

HMM 25.30%  9.99%  89.87%  16.66% 

VQ + HMM 0.06% 0.03% 99.97% 11.72% 

Table 1 

This system has shown some improvement on a noise-free environment, nothing has been said about noisy environment. 

In [60] the author proposed a text-independent speaker identification system based on Mel-Frequency Cepstrum Coefficient (MFCC) 

feature vectors and Hidden Markov Model (HMM) classifier. The implementation of the HMM was divided into two steps: feature 

extraction and recognition. In the feature extraction step, the paper reviews MFCCs by which the spectral features of speech signal can 

be estimated and how these features can be computed. In the recognition step, the theory and implementation of HMM were reviewed 

and followed by an explanation of how HMM can be trained to generate the model parameters using Forward-Backward algorithm 

and tested using forward algorithm. The HMM was evaluated using data of 40 speakers extracted from Switchboard corpus. 

Experimental results had shown an identification rate of about 84%.  

When compared to the state of the SRS in seventies and eighties, today a more advanced and robust SRS are available even that can 

be used commercially 

One of the promising developments in speaker recognition system was the introduction of supervectors. A supervector represents the 

utterances as a single vector generally by combining many smaller dimensional vectors into a single higher-dimensional vector. 

Several authors have studied different robust methods for both SVM and GMM models. The generalized linear discriminant sequence 

(GLDS) [36] is a simple SVM based supervector. This approach creates a supervector by explicitly mapping into kernel feature space 

using a polynomial expansion. The polynomial expansion includes either second- or third-order monomials before the dimensionality 

gets infeasible and hence the main drawback of GLDS method is it is difficult to control the dimensionality of the supervectors. A 

different approach was proposed by the same author in [37] [38] based on GMM, Gaussian supervector (GSV) kernel. The GSV 

kernel is derived by bounding the Kullback-Leibler (KL) divergence measure between the GMMs. Some researchers used 

Bhattacharya distance instead of KL [39]. In [40], MLLR is given as input to SVM and in [41] [42] high-level features are used in 

SVM.  

 

4. Issues or Challenges in SRS 

The several SRS that includes MFCC, LPCC, PLP features or speaker models like HMM, GMM, SVM, GMM-UBM, GMM-SVM 

produce high accuracy in clean conditions. But in real-time the results of SRS are often influenced by several factors like health or 

aging of a speaker [23], sleepiness [24], emotional state [25][26][27], phonetic variation [28], background noise [29][30][31] and 

transmission channel [32][33][34][35]. These factors can be put in under the two major classifications: intra-speaker variability and 

inter-speaker variability. In an inter-speaker variability, the efficiency of a Speaker Recognition System considerably reduces when 

the testing environment is different from training environment. This mismatch could be due to several factors like background noise, 

channel/handset distortion, room reverberation etc., 

 

5. Robust Speaker Recognition 

The real-time speaker recognition system should address the various distortion factors there by increasing the robustness of the 

system. Approaches that have been developed to provide robustness against these effects can be broadly categorized into (i) Feature 

based compensation, (ii) Score based compensation and (iii) Model based compensation. Feature based compensation methods modify 

the features of noisy signal and then model a speaker. Score based methods remove the model score biases and shifts due to the 

mismatches. Model based compensation methods modify the trained models to learn the characteristics of noise and thus makes the 

decision making process more robust. The remaining part of this section explores the several robust speaker recognition systems and 

discusses their performances. 
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5.1. Channel Robust  

Channel variability in one among the difficult challenges that SRS face. The most commonly used technique is Cepstral Mean 

Normalization (CMN).  

A new cross-channel compensation technique was introduced for GMM-UBM systems in [3]. It includes wideband noise reduction, 

echo cancellation, a simplified feature-domain Latent Factor Analysis (LFA) and data-driven score normalization. They also 

developed a novel dynamic Gaussian selection algorithm to reduce the feature compensation time by more than 60% without any 

performance loss. By combining the above techniques, they were able to reduce the relative EER by 46% in cross-channel condition. 

A different approach was used called Nuisance Attribute Projection (NAP) in [2]. In this approach few dimensions that are not needed 

to the SR system were removed and the results were promising. 

To compensate the channel mismatch, most recent researches focus on the state-of-art technique called i-vectors which was initially 

proposed by Dehak et al in [33]. This approach combines both speaker information and channel differences into a single subspace 

from which the Baum-Welch first-order statistics are derived. From this high-dimensional supervector, a low dimensional fixed-length 

vector is estimated using MAP estimation. This low dimensional vector is called as I-vector. These I-vectors are then normalized by 

their mean and length. Probabilistic Linear Discriminant Analysis (PLDA), a generative factor approach is used to model the I-

vectors. A log-likelihood ratio (LLR) is then computed between same versus different speaker hypothesis. 

A variation to the PLDA model includes the channel estimate in the PLDA model for each test segment and as a result, shifts the 

scoring function to better match the testing channel [53]. The i-vector/PLDA based systems yields very good result for seen channel 

conditions, and for an unseen channel conditions, their performance degrades [54]. To minimize this unseen channel mismatch, Zhu et 

al., have proposed nearest neighbor based i-vector mean normalization (NN-IMN) and i-vector smoothing (IS) [54]. This approach can 

handle multiple unseen channels without explicit clustering or retraining. They also have shown that one can recover 46% of the total 

performance degradation with NN-based i-vectors.  

The above discussed state-of-the-art methods for robust speaker recognition systems are mostly to compensate channel mismatches 

but not for additive background noise.   

 

5.2. Noise Robust 

Two model-based approaches called Spectral Equalization (SE) [43] and Spectral Subtraction (SS) [44] were proposed for 

compensating noise. The spectral subtraction method determines the clean speech spectra by subtracting the mean noise spectra from 

that of noisy speech spectra. The noise is assumed to be stationary in this method. The minimum mean squared error (MMSE) 

overcomes this limitation by correlating the frequency components [45] [46]. 

A simple and straight forward approach was proposed in [13] for an automated speaker recognition system under noisy environment. 

In this approach, wiener filter was used to remove background noise from the original speech utterances which was previously used in 

[14, 15, 16]. Speech end points detection and silence part removal algorithm has been used to detect the presence of speech and to 

remove pulse and silences in a background noise. Then the speech signal was segmented into overlapping frames and windowing 

techniques were applied. Features were extracted and then fed to the Discrete Hidden Markov Model for learning and classification. 

In early 1990s, stereo-based (data that consists of simultaneous recordings of both the clean and noisy speech) compensation 

techniques were introduced in [47]. The Codeword Dependent Cepstral Normalization (CDCN) and Fast CDCN (FCDCN) [47] 

methods derive the Cepstral compensation vectors from stereo database and these vectors were applied to the training data to adapt to 

environmental changes. Fast codeword-dependent cepstral normalization (FCDCN) [48] was developed to provide a form of 

compensation that provides greater recognition accuracy than CDCN but in a more computationally-efficient fashion than the CDCN 

algorithm. The alignment-based codeword dependent cepstral normalization algorithm (ACDCN) [49] which aims to alleviate the 

acoustical mismatch that occurs when the speech recognizer faces environmental conditions not observed in the training data. ACDCN 

is based on the linear channel model of the environment originally proposed by Acero and on the CDCN solution to this model. The 

drawback of these algorithms was lack of learning the variance of the distribution. As an alternate, a new family of environmental 

compensation algorithms called Multivariate Gaussian-based Cepstral Normalization (RATZ) [50]. RATZ assumes that the effects of 

unknown noise and filtering on speech features can be compensated by corrections to the mean and variance of components of 

Gaussian mixtures and an efficient procedure for estimating the correction factors is provided. The RATZ algorithm was implemented 

to work with or without the use of “stereo” development data that had been simultaneously recorded in the training and testing 

environments. “Blind” RATZ partially overcomes the loss of information that would have been provided by stereo training through 

the use of a more accurate description of how noisy environments affect clean speech. These algorithms construct rigid functions 

based on approximations to known causes of distortion, such as additive noise and linear convolutional channels. The Stereo-based 

Piecewise Linear CompEnsation for Environments (SPLICE) is a   framework used to model and remove the effect of any consistent 

degradation of speech cepstra. It learns a joint probability distribution of noisy and clean cepstra, and uses this distribution to infer 

clean speech estimates from noisy inputs. However SPLICE does not include any assumptions about how noisy cepstra are produced 

from clean cepstra, and can model any combination of these affects as well as others, including nonlinear and possibly non-stationary 

distortions. SPLICE approach gave a better result in robust speech recognition when compared to the previous algorithms. In [51], 

multi-environment models based linear normalization (MEMLIN) was proposed based on MMSE estimation. This algorithm learns 

the difference between clean and noisy feature vectors associated to a pair of Gaussians (one for a clean model, and the other for a 

noisy model), for each basic environment. This knowledge, the associated Gaussians, the conditional probability between clean and 

noisy Gaussians, and the environment are the data used to compensate the mismatch between clean and noisy vectors. Another 

development in stereo-based algorithm that has received attention of researchers is Stereo-based Stochastic Mapping (SSM) [52]. Both 
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the clean and noisy channels are used to form a large augmented space and the statistical models are built in this new space. In the 

testing phase, both the observed noisy features and the joint statistical model are used to predict the clean observations. 

One of the recent approaches towards robust speaker recognition is missing data method. The missing data approach compensates 

against arbitrary disturbances within a speech signal, and is thus capable of dealing with the problem of environmental noise [4]. The 

approach is based on a time-frequency analysis of the input speech signal, and the subsequent quantification of noise in each 

individual time-frequency point. 

These approaches are critically dependent on the accuracy with which individual time-frequency regions within a speech signal can be 

identified as speech or noise dominant. In practical situations the absence of a priori noise knowledge requires an estimation of these 

reliability decisions in the form of a reliability mask. In the past approaches the reliability mask estimation for speaker recognition 

were done using SNR-based methods, auditory and perceptual criteria and classification-based techniques. While SNR-based methods 

offer simplicity by attempting a direct estimation of the noise spectra from speech free regions, their performance is generally inferior 

to auditory and classifier techniques, which identify regions of speech dominance by utilizing perceptual cues (such as locality or pitch 

information) and specifically designed features respectively. Regardless of the technique used to estimate the reliability decisions, in 

difficult noise conditions these bottom-up estimation methods will produce reliability mask errors which adversely affect recognition 

performance. So the authors examined the top-down approaches as a solution to address the vulnerability of traditional missing data 

systems to mask errors. 

A similar approach has been studied in [5], finding a noise-robust speaker recognition combining missing data and UBM. Their 

experiments showed that the usage of a UBM in combination with missing data recognition yields substantial improvements in 

recognition performance, especially in the presence of highly non-stationary background noise at low SNRs. 

To overcome the limitations of noise compensation techniques, a Missing Frequency (MF) [10] approach was used. The MF approach 

can handle any unknown noise and does not require a priori knowledge of noise that distorts the speech signal. This approach assumes 

noise affects the time-frequency (t-f) regions of the speech spectrum in different ways, detects the spectrum corruption level and 

chooses a segment of spectrum that is reliable enough to be used in recognition. The MF approach provides robustness in SR in noisy 

environment but its efficiency depends upon the mask estimation accuracy. The Signal to noise ratio (SNR) is a measure to quantify 

how much a signal is corrupted by noise. Most of the SRS uses SNR to estimate the mask. 

A variation in the MF approach called “Features classification (FC) criterion” [11], improves over the SNR criterion making use of 

several other complimentary features. The MF-FC approach used several spectro-temporal measures that are independent of one 

another and hence even if feature is corrupted by noise, still the other features could ensure that reliability decision remains consistent. 

However, the computational cost is higher than the approach that using SNR. 

Additive noise reduction methods usually have a tradeoff between the amount of noise reduction and speech distortion induced due to 

processing of a speech signal. M.J. Alam et al proposed robust compressive gammachirp filterbank cepstral coefficient (RCGCC) [12] 

feature extractor for robust speech recognition. The RCGCC feature extractor, usual preprocessing steps were applied, then short-time 

Fourier Transform (STFT) analysis is performed using a finite duration (25ms) Hamming window with a frame shift of 10ms to 

estimate the power spectrum of the signal. Compressive gammachirp filter-bank (cGCFB) integration is performed on both speech and 

noise power spectra for auditory spectral analysis. A sigmoid-shaped weighting rule is applied to enhance the auditory spectrum. The 

13-dimensional static features, obtained after applying power function nonlinearity with a coefficient of 1/15 and the discrete cosine 

transform (DCT), are normalized using the short-time cepstral mean and scale normalization (STCMSN) technique. 

 

6. Conclusion 

Most of the automatic speaker recognition system yields good performance results, in a clean environment. Even though, lot of 

research have been done on to make the speaker recognition system robust, still it is a challenging task to develop a better pattern 

matching algorithm for a robust SRS. In this review article, we have discussed some of approaches developed by the research 

community in building a noise and channel robust systems.  However the current biggest challenge is how to adapt the system to a 

totally new and unseen condition. The other related challenges are the production of reliable recognition results using the high level 

features such as pronunciation, speaking style, quality of voice etc., and another big challenge is developing an ASRS in a mobile 

environment. Lot of research activity is going on to improve the efficiency of SRS in a mobile environment that is tested with several 

mobile speech data. 

We can implement a new SRS or develop a better pattern matching algorithm in the lab, however it is highly difficult to use it in a 

really challenging environment. But only when a SRS is tested in such conditions, it will become usable in our day-to-day life. 
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