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Abstract:

2% ~ 9% for multiple jobs because of its quantitative relation management mechanism of running map/reduce tasks.
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Map Reduce could be a well-liked computing paradigm for large-scale processing in cloud computing supported slots. Map
Reduce system (e.g., Hadoop MRv1) will suffer from poor performance because of its unoptimized resource allocation. To
handle it, this paper identifies and optimizes the resource allocation from 3 key aspects. First, because of the pre-
configuration of distinct map slots and Reduce slots that don't seem to be fungible, slots will be severely under-utilized. we
have a tendency to propose an alternate technique known as Dynamic Hadoop Slot Allocation by keeping the slot-based
model. It relaxes the slot allocation constraint to permit slots to be reallocated to either map or reduce tasks betting on their
wants. Second, the speculative execution will tackle the dawdler problem that has shown to boost the performance for one
job however at the expense of the cluster potency. Seeable of this, we have a tendency to propose Speculative Execution
Performance equalization to balance the performance trade-off between one job and a batch of jobs. Third, delay
programming has shown to boost the info neck of the woods, however at the price of fairness. Or else, we have a tendency to
propose a way known as Slot PreScheduling that may improve the data locality however with no impact on fairness. Finally,
by combining these techniques along, we have a tendency to type a stepwise slot allocation system known as DynamicMR.
The experimental results show that our DynamicMR will improve the performance of Hadoop MRv1 considerably whereas
maintaining the fairness, by up to 46% ~ 115% for single jobs and 49% ~ 112% for multiple jobs. Moreover, we have a
tendency to build a comparison with YARN by experimentation, showing that DynamicMR outperforms YARN by concerning

1. Introduction

In recent years, MapReduce has become a well-liked high performance computing paradigm for large-scale processing in clusters and
information centers [1]. Hadoop [2], associate open supply, implementation of MapReduce, has been deployed in giant clusters
containing thousands of machines by firms like Yahoo! and Facebook to support instruction execution for large jobs submitted from
multiple users (i.e., MapReduce workloads).Despite several studies in optimizing MapReduce/Hadoop, there are many key challenges

for the use and performance improvement of a Hadoop cluster.

Firstly, the figure resources (e.g., central processing unit cores) square measure abstracted into map and reduces back slots, that square
measure basic figure units and statically organized by administrator in advance. A MapReduce job execution has 2 distinctive
features: 1) the slot allocation constraint assumption that map slots will solely be allocated to map tasks and reduce slots will be
allotted to reduce tasks, and 2) the final execution constraint that map tasks square measure dead before reducing tasks. Due to these
features, we've got 2 observations: (I). There, square measure shows considerably different performance and system utilization for a
MapReduce workload beneath totally different slot configurations, and (I1). Even under the optimum map/reduce slot configuration,

there will be many idle reduce(or map) slots, that adversely affects the system utilization and performance.

Secondly,due to unavoidable run-time competition for processor, memory, network information measure and alternative resources,

there can be straggled map or reduce tasks, inflicting important delay of the total job.
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To address the preceding challenges, we tend to gift DynamicMR,a dynamic slot allocation framework to boost the performance of a
MapReduce cluster via optimizing the slot utilization. Specifically, DynamicMR focuses on Hadoop Fair Scheduler (HFS). This is
often as a result of the cluster utilization and performance for MapReduce jobs beneath HFS area unit abundant poorer (or a lot of
serious) than that beneath inventory accounting hardware. But it is worth mentioning that our DynamicMR will be used for inventory
accounting scheduler additionally. DynamicMR consists of 3 improvement techniques, namely, Dynamic Hadoop Slot Allocation
(DHSA), Speculative Execution Performance Balancing (SEPB) and Slot PreScheduling from totally different key aspects:

1.1. Dynamic Hadoop Slot Allocation (DHSA)
In distinction to YARN that proposes a replacement resource model of *container’ that each map and reduce tasks will run on, DHSA
keeps the slot-based resource model:

1. Slots are generic and may be employed by either map or reduce tasks, though there's a pre-configuration for the number of
map and reduce slots. In alternative words, when there are insufficient map slots, the map tasks can use all the map slots and
so borrow unused reduce slots Similarly, reduce block tasks will use unallocated map slots if the number of reduce tasks is
bigger than the quantity of reduce slots.

2. Map tasks can choose to use map slots and likewise reduce tasks choose to use reduce slots. The profit is that, the pre-
configuration of map and reduce slots per slave node can still work to regulate the quantitative relation of running map and
reduce tasks throughout runtime, higher than YARN that has no management mechanism for the quantitative relation of
running map and reduce tasks. The rationale is that, while not management, it easily happens that there are unit too several
reduce tasks running for information shuffling, inflicting the network to be a bottleneck, seriously.

1.2. Speculative Execution Performance Balancing (SEPB)

Speculative execution is a vital technique to handle the problem of slow-running task’s influence on one job’s execution time by
running a backup task on another machine. However, it comes at the value of cluster potency for the whole jobs owing to its resource
competition with different running tasks. We have a tendency to propose a dynamic slot allocation technique known as Speculative
Execution Performance Balancing (SEPB) for the speculative task. It will balance the performance exchange between one job’s
execution time and a batch of jobs’ execution time by determining dynamically once it's time to schedule and allot slots for
speculative tasks.

1.3. Slot PreScheduling
Delay planning has been shown to be an efficient approach for the information neighborhood improvement in Map Reduce [3]. It
achieves higher data locality by delaying slot assignments in jobs wherever there are not any presently native tasks out there.
However, it's at the value of fairness. In view of this, we have a tendency to propose another technique named Slot Rescheduling
which will improve the data locality, however has no negative impact on fairness. It's achieved at the expense of load balance between
slave nodes. By perceptive that there are often some idle slots that cannot be allotted owing to the load equalization constrain
throughout runtime, we will pre-allocate those slots of the node to jobs to maximize the information neighborhood. We have
integrated DynamicMR into Hadoop (particularly Apache Hadoop one.2.1).We appraise it mistreatment tested workloads.
Experimental results show that, the initial Hadoop is incredibly sensitive to the slot configuration, whereas our DynamicMR does not.
DynamicMR will improve the use and performance of MapReduce workloads considerably, with 46%~115% performance
improvement for single jobs and 49%-~ 112% for multiple jobs. Moreover, we have a tendency to create a comparison with YARN.
The experiments show that, DynamicMR systematically outperforms YARN for batch jobs by regarding a pair of 2%~9%. The main
contributions of this paper are summarized as follows:
e Propose a Dynamic Hadoop Slot Allocation (DHSA) technique to maximize the slot utilization for Hadoop.
e Propose a Speculative Execution Performance Balancing (SEPB) technique to balance the performance trade-off between
one job and a batch of jobs.
e Propose a PreScheduling technique to boost the information locality at the expense of load balance across nodes, which has
no negative influence on fairness.
o Develop a system referred to as DynamicMR by combining these 3 techniques in Hadoop MRv1.

2. Overview of DynamicMR

We improve the performance of a MapReduce cluster via optimizing the slot utilization primarily from 2 views. First, we will classify
the slots into 2 sorts, namely,busy slots (i.e., with running tasks) and idle slots (i.e., no running tasks). Given the full range of map and
reduce slots organized by users, one improvement approach (i.e.,macro-level optimization) is to boost the slot utilization by increasing
the amount of busy slots and reducing the number of idle slots (Section a pair of.1). Second, it's price, noting that not each busy slot
will be expeditiously used. Thus, our optimization approach (i.e., micro-level optimization) is to improve the use potency of busy slots
once the macro level optimization (Section a pair of.2 and Section a pair of.3). Particularly, we identify two main affecting factors:
(1). Speculative tasks (Detailed in Section a pair of (2). Data locality (Detailed in Section 2.3 supported these, we tend to propose
DynamicMR, a dynamic utilization improvement framework for MapReduce, to improve the performance of a shared Hadoop cluster
below a fair programming between users.
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Figure 1: Overview of DynamicMR Framework.

Figure one offers an summary of DynamicMR. It consists of 3 slot allocation techniques, i.e., Dynamic Hadoop Slot Allocation
(DHSA), Speculative Execution Performance Balancing (SEPB), and Slot PreScheduling. Each technique considers the performance
improvement

from completely different aspects. DHSA makes an attempt to maximize slot utilization while maintaining the fairness, once there are
unit unfinished tasks (e.g., map tasks or reduce tasks). SEPB identifies the slot resource inefficiency drawback for a Hadoop cluster,
caused by
speculative tasks. It works on high of the Hadoop speculative scheduler to balance the performance trade-off between one job and a
batch of jobs. Slot PreScheduling improves the slot utilization potency and performance by rising the data section for map tasks
whereas keeping the fairness. It preschedules tasks once there are unit unfinished map tasks with knowledge. By incorporating the 3
techniques, it allows DynamicMR to optimize the employment and performance of a Hadoop cluster considerably with the subsequent
bit-by-bit processes:

1. Whenever there's an idle slot out there, DynamicMR can first plan to improve the slot utilization with DHSA. It decides
dynamically whether or not to apportion it or not, subject to the many constraints, e.g., fairness, load balance.

2. If the allocation is true, DynamicMR can any optimize the performance by raising the potency of slot utilization with SEPB.
Since the speculative execution can improve the performance of one job, however at the expense of cluster potency, SEPB
acts as a potency balance between one job and a batch of jobs. It works on high with Hadoop speculative hardware to work
out dynamically whether or not allocating the idle slot to the pending task or speculative task.

3. Once to apportion the idle slots for pending/speculative map tasks, DynamicMR are ready to any improve the slot utilization
potency from the information section optimization aspect with Slot PreScheduling.

2.1. Dynamic Hadoop Slot Allocation (DHSA)

The current style of MapReduce suffers from an under-utilization of the various slots because the variety of map and reduce tasks
varies over time, leading to occasions wherever the amount of slots allotted for map/reduce is smaller than the amount of map/reduce
tasks. Our dynamic slot allocation policy is predicated on the observation that at totally different amount of your time there could be
an idle map (or reduce) slots, because the job income from map phase to reduce part. We will use the unused map slots for those full
reduce tasks to boost the performance of the MapReduce work, and contrariwise. As an example, at the beginning of MapReduce
work computation, there'll be only computing map tasks and no computing reduce tasks, i.e., all the computation work lies within the
map-side. In that case, we will create use of idle reduce slots for running map tasks.. Simply permitting reduced tasks to use map slots
needs configuring every map slot to require additional resources, which will consequently reduce the effective variety of slots on
every node, inflicting resource under-utilized throughout the runtime. With relevance (C1), we have a tendency to propose a Dynamic
Hadoop Slot Allocation (DHSA). It contains 2 alternatives, namely, pool independent DHSA(PI-DHSA) and pool-dependent DHSA
(PD-DHSA), each of which considers the fairness from completely different aspects.

2.1.1. Pool-Independent DHSA (PL-DHSA)

HFS adopts max-min fairness [11] to assign slots across pools with minimum guarantees at the map-phase and reduce phase,

respectively. Pool-Independent DHSA (PI-DHSA) extends the HFS by allocating slots from the cluster world level, independent of

pools. It considers truthful once the number of typed slots allotted across written-pools inside every section (i.e., map-phase, reduce-
phase) square measure constant. As shown in Figure a pair of, it presents the slot allocation flow for PI-DHSA. Its a written phase-

based dynamic slot allocation policy. The allocation method consists of 2 elements .

(1) Intra-phase dynamic slot allocation. Every pool is split into 2 sub-pools, i.e., map-phase pool and reduce-phase pool. At every
section, every pool can receive its share of slots. A full pool, whose slot demand exceeds its share, can dynamically borrow
unused slots from alternative pools of the same phase. As an example, associate full map-phase Pool one can borrow map slots
from the map-phase Pool a pair of our Pool three once Pool a pair of our Pool three is under-utilized, and the other way around,
based on max-min truthful policy.
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(2) Inter-phase dynamic slot allocation. When the intra phase dynamic slot allocation for each the map phase and reduce-phase, we
are able to currently perform dynamic slot allocation across written phases.

Overall, there are four attainable eventualities. Let NM and NR be the overall variety of map tasks and reduce tasks severally, while

SM and SR the overall variety of map and reduce slots configured by users severally. The four eventualities are below:

With these 2 parameters, users will flexibly balance the tradeoff between the performance optimization and also the starvation

minimization. If users are a lot of vulnerable to performance improvement, they'll assemble

Figure 2: Example of the fairness-based slot allocation flow for PIDHSA
These parameters with giant values, as mentioned in Appendix F of the supplemental material. Thus, the total resource weight is
8*1+4*2=16. With slot weight-based approach for dynamic borrowing, the maximum number of running map tasks can be 16 in that
computer node, whereas the number of running reduce tasks is at most 8/2+4 = 8 rather than 16.

2.1.2. Pool-Dependent DHSA (PD-DHSA)
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Figure 3: Example of the fairness-based slot allocation flow for PD-DHSA.

In distinction to PI-DHSA that considers the fairness in its dynamic slot allocation freelance of pools, Pool-Dependent DHSA (PD-
DHSA) considers fairness for the dynamic slot allocation across pools, as shown in Figure three. It assumes that each pool, consisting
of 2 parts: map-phase pool and reduce-phase pool, is selfish. That is, it continually tries to satisfy its own shared map and reduce slots
for its own desires at the map-phase and reduce-phase the maximum amount as attainable before lending them to the different pools. It
considers honest, once total numbers of map and reduce slots allotted across pools are the same with one another. PD-DHSA are
finished the following 2 processes:

(1). Intra-pool dynamic slot allocation. First, every typed phase pool can receive its share of typed-slots supported max-min fairness at
every section. There are four attainable relationships for every pool concerning its demand (denoted as mapSlotsDemand,
reduceSlotsDemand) and its share (marked as mapShare, reduceShare) between 2 phases:

Case (a): mapSlotsDemand < mapShare, and reduceSlots- Demand > reduceShare. We are able to borrow some unused map slots for
its full reduce tasks from its reduce-phase pool first before yielding to different pools.

100 Vol 3 Issue 3 March, 2015



The International Journal Of Science & Technoledge (ISSN 2321 —919X) www.theijst.com

Case (b): mapSlotsDemand > mapShare, and reduceSlots- Demand < reduceShare. In distinction, we are able to satisfy some unused
reduce slots for its map tasks from its map-phase pool first before giving to different pools.

Case (c): mapSlotsDemand <= mapShare, and reduceSlots- Demand <=reduceShare. Each map slots and reduce slots are enough for
its own use. It will lend some unused map slots and reduce slots to different pools.

Case (d): mapSlotsDemand > mapShare, and reduceSlots- Demand >reduceShare. Each map slots and reduce slots for a pool are light.
it'd got to borrow some unused map or reduce slots from different pools through inter-Pool dynamic slot allocation below

(2). Inter-pool dynamic slot allocation.It's obvious that, (i).for a pool, once its mapSlotsDemand + reduceSlotsDemand <=mapShare +
reduceShare. The slots are enough for the pool and there's no have to be compelled to borrow some map or reduce slots from
alternative pools. It's potential for the cases: (a), (b), (c) mentioned higher than. (ii). On the contrary, once mapSlotsDemand+
reduceSlotsDemand>mapShare + reduceShare, the slots are not enough, even when Intra-pool dynamic slot allocation.It will have to
be compelled to borrow some unused map and reduce slots from alternative pools, i.e., Inter-pool dynamic slot allocation, to maximize
its own would like if potential. The variety labeled within the graph denotes the corresponding case:

Case (1): we have a tendency to initial strives the map tasks allocation if there are idle map slots for the task tracker, and there are
unfinished map tasks for the pool.

Case (2): If the attempt of Case (1) fails since the condition does not hold or it cannot notice a map task satisfying the valid data-
locality level, we have a tendency to still strive reduce tasks allocation when there are unfinished reduce tasks and idle reduce slots.
Case (3): If Case (2) fails thanks to the desired condition will not hold, we have a tendency to via map task allocation once more. Case
(1) fails might be that there aren't any idle map slots obtainable. In distinction, Case (2) fails can be thanks to no unfinished reduce
tasks. In this case, we will strive reduce slots for map tasks of the pool.

Case (4): If Case (3) fails, we have a tendency to vie reduce task allocation again. Case (1) and Case (3) fail can be thanks to no valid
locality-level unfinished map tasks obtainable, whereas there are idle map slots. In distinction, Case (2) can be that there aren't any
idle reduce slots obtainable. There, in case, we will assign map slots for reduce tasks of the pool.

Map task
assignment

Figure 4: The slot allocation flow for each pool under PD-DHSA.

2.2. Speculative Execution Performance Balancing (SEPB)

MapReduce job’s execution time is incredibly sensitive to slow running tasks (namely straggler) [12]. There are varied reasons that
cause stragglers, together with faulty hardware and software misconfiguration [13]. We tend to classify the stragglers into two types,
namely, hard straggler and Soft straggler defined as follows:

e Hard Straggler: A task that goes into a deadlock status due to the endless waiting for certain resources. It cannot stop and
complete unless we tend to kill it.

e Soft Straggler: A task which will complete its  computation successfully, however, can take for much longer time than the
common tasks. For the Hard straggler, we should always kill it and run another equivalent task, or known as a backup task,
now once it was detected. In distinction, there are 2 potentialities between the soft dawdler and its backup task:

(S1). Soft dawdler completes initial or identical as its backup task. For this case, none have to be compelled to run a backup task.(S2).
Soft dawdler finishes later than the backup task. We should kill it and run a backup task now. To maximize the performance for a
batch of jobs, an intuitive resolution is that, given offered task slots, we should satisfy unfinished tasks initial before considering
speculative tasks. That is, once a node has Associate in Nursing idle map slot, we must always opt for pending map tasks, initial
before craving for speculative map tasks for a batch of jobs. Moreover, recall that in our dynamic scheduler, the map slot isn't any
longer restricted to map task, it will serve to reduce task.

We propose a dynamic task allocation mechanism referred to as Speculative Execution Performance Balancing (SEPB) for a batch of
jobs with speculative execution tasks on prime of Hadoop’s current task choice policy. Hadoop chooses a task from employment
supported the subsequent priority: initial, any failed task is given the best priority. Second, the unfinished tasks square measure
thought-about. For map, tasks with information native to the compute node square measure chosen initial. Finally, Hadoop appearance
for a straggling task to execute with speculation. In our task planning mechanism, we tend to outline a variable percentage of
JobsChecked. For PendingTasks with price domain between 0.0 and 1.0. Users will balance the trade-off between the performance for
a batch of jobs and one job’s interval, with speculative task execution. Better performance for the full job is obtained once percentage
OfJobsCheckedForPendingTasks is large, Otherwise it'll be higher for one job’s interval. The detail of our mechanism is that, once
there's Associate in Nursing idle map slot, we first check jobs {J1, J2, J3, ..., } For each job Ji, we compute the total number of
pending map and reduce tasks by scanning all jobs between Ji and Jj.Next, we tend to check every job Ji for the subsequent
conditions:(1). No unsuccessful map tasks and unfinished map tasks for job Ji.(2). The whole variety of unfinished map tasks is larger

101 Vol 3 Issue 3 March, 2015



The International Journal Of Science & Technoledge (ISSN 2321 —919X) www.theijst.com

than zero.(3). the whole variety of unfinished reduce tasks is larger than zero, and percentage OfBorrowedMapSlots is larger than
Zero.

To address this drawback, we have a tendency to presently, use a simple heuristic algorithm: we have a tendency to estimate the
execution time for every task. When it took doubly longer than the common execution time of tasks, we kill it on to yield the slot.
Since failed/killed task have the very best priority to run in Hadoop, a backup task can be created to switch it quickly, rising the
performance of a single job and mitigating the negative impact on the cluster efficiency.Finally, speculative reduce tasks are handled
equally. The detailed implementation of SEPB is given in algorithmic rule three of the supplemental material.

maxMumOfiobzCheckedFor F‘EpdingTasks
———#

—3 Ib 15 M 13 12 1 —»

-

Figure 5: The computation policy for the Total Num of Pending Map Tasks and
Total Num of Pending Reduce Tasks

2.2.1. Discussion on SEPB VS LATE

The good thing about SEPB over LATE lies in its policy for slot allocation to speculative tasks. For LATE, whenever there's a
straggled task for employment, it'll produce a backup task and allocate a slot to run it straight off from a personal job’s view if the
whole variety of speculative tasks is a smaller amount than the threshold SpeculativeCap, a parameter for capping the quantity of
running speculative tasks. In distinction, SEPB performs the resource allocation for speculative tasks from a worldwide read by
considering multiple jobs (determined by the argument maxNumOfJobsCheckedForPendingTasks).1t'll delay the slot allocation to
speculative tasks whenever there are unit unfinished tasks for the multiple jobs. Think about associate example with six jobs as shown
in Figure five. The maxNumOfJobsCheckedForPendingTasks is four and SpeculativeCap for LATE is four. Assume at a moment that
total variety of idle slots is four, the numbers of straggled tasks for J1, J2, J3, J4, J5, J6 are 5, 4, 3, 2, 1, 0,and the numbers of
unfinished tasks for J1, J2, J3, J4, J5, J6 are O, 0, 10, 10, 15, 20, severally. With LATE, it'll spawn four speculative tasks for J1 to
possess all idle slots. However, with SEPB, it'll apportion all four idle slots to the unfinished tasks of J3, J4 to boost the slot utilization
potency, instead of speculative tasks of J1. the connection between SEPB and LATE is that, SEPB works on high lately associated is
an enhancement lately in programming speculative tasks. When LATE detects a straggled task associated an idle slot, it 1st checks the
number of running speculative tasks. once it's smaller than SpeculativeCap, rather than making speculative tasks for straggled tasks
straight off, LATE can inform SEPB. If SEPB finds unfinished tasks, it'll apportion the idle slot to an unfinished task. If not, a brand
new speculative task can then be created to possess the idle slot.l.

2.3. Slot PreScheduling

Keeping the task computation at the computing node with the local information (i.e., information locality) is associate degree
economical and necessary approach to enhance the potency of slot utilization and performance. Delay computer hardware has been
projected to enhance the data neck of the woods in MapReduce.It delays the scheduling for a job by small amount of time, once it
detects there are no native map tasks from that job on a node wherever its input data reside. However, it's at the expense of fairness.
There is a trade-off between the information neck of the woods and fairness optimization with delay computer hardware.

2.3.1. Preliminary

In Hadoop task planning, there's a load manager that tries to balance the work across slave nodes, making the ratios of used resources
near one another among slave nodes (i.e., load balancing).Prior to presenting Slot PreScheduling, we begin with 2 definitions:
Definition 1: The allowable idle map (or reduce) slots refer to the utmost variety of idle map (or reduce) slots which will be allotted
for a tasktracker, considering the load leveling between machines.

Definition 2: The additional idle map (or reduce) slots visit the remaining idle map (or reduce) slots by subtracting the maximum
worth of used map (or reduce) slots and allowable idle map (or reduce) slots from the whole variety of map slots for a tasktracker,
considering the load leveling between machines.

2.3.2. Observation and Optimization
In apply, for a MapReduce cluster, the computing workloads of running map (or reduce) tasks between tasktrackers (i.e., machines)
are usually varied, as a result of the subsequent facts.
1. Immeasurable MapReduce clusters in world include heterogeneous machines (i.e., completely different computing powers
between machines),
2. There are usually varied computing masses (i.e., execution time) for map and reduce tasks from completely different jobs,
due to the numerous computer file sizes further as applications,
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3. Even for one job below the homogenised environment, the execution time for map (or reduce) tasks should not be an
equivalent, because of the skew caused by Associate in Nursing uneven distribution of computer file to tasks and a few parts
of the computer file may take longer time to method than others[4].

2.3.3. Comparison with Delay Scheduler

In this section, we tend to build a comparison and discussion between Delay hardware and Slot PreScheduling. First, they take into
account completely opposite eventualities. That is, Slot PreScheduling works for the case once there square measure unfinished map
tasks for the current job with native block information on the tasktracker tts, whereas Delay hardware considers the case while not
native unfinished map tasks.

2.4, Discussion

The goal of our work is to enhance the performance for MapReduce workloads whereas maintaining the fairness across pools once
HFS is adopted. to attain it, we have a tendency to propose a framework referred to as DynamicMR consisting of 3 completely
different dynamic slot allocation policies, i.e., DHSA, SEPB, Slot PreScheduling. First, all the three polices measure favorable for the
performance improvement of MapReduce workloads, because of the advantages from slot utilization improvement. Specifically,
DHSA improves the performance by increasing the slot utilization. In distinction, instead of making an attempt to improve the slot
utilization, SEPB and Slot PreScheduling achieve the performance improvement by increasing the efficiency of slot utilization,
underneath a given slot utilization

| Techniques | Fairness [ Slots Utilization | Performance
PI-DHSA
PHSA ' —ppprsA & i
SEPB ol +)
DS = OFf i\
<SPS - Tl +) +

Table 1: Benefit and cost comparison for allocation techniques regarding each metric. DS’ is an abbreviation for Delay Scheduler,
while *SPS’ is short for Slot PreScheduling. *+’ denotes the benefit.”’-” represents the cost (or expense).”%’ denotes the efficiency.

3. Experimental Evaluation
In this section, we have a tendency to by experimentation evaluate the performance benefit of DynamicMR. We have a tendency to
initial valuate the individual impact of each improvement technique of DynamicMR .

3.1. Experimental Setup

We ran our experiments during a cluster consisting of ten reason nodes, every with 2 Intel X5675 processors (4 CPU cores per CPU
with 3.07 GHz), 24GB memory and 56GB onerous disks chosen in our experiment. we tend to generate our testbed workloads by
selecting nine benchmarks willy-nilly from Purdue MapReduce Benchmarks Suite [5] and victimization their provided datasets as
show in Table three, wherever the input file sizes area unit chosen in line with the process capability of our cluster

3.2. Performance Evaluation for DHSA
In this section, we tend to initial show the dynamic tasks execution processes for PI-DHSA and PD-DHSA. Then we tend to judge and
compare the performance improvement by PI-DHSA and PDDHSA under totally different slot configuration.
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] — i n { \ E
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m L %| » i 1 IrI'i
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13y T T AMBUBNZAINBDITIN 1313 TP BN ALNNTDIL
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{a) PI-DHSA (b PD-DHSA

Figure 6:The execution flow for the two DHSAs.There are three pools with one running job each.

3.2.1. Dynamic Tasks Execution Processes for PI-DHSA and PD-DHSA

To show completely different levels of fairness for the dynamic tasks allocation algorithms, PI-DHSA and PD-DHSA, we perform an
experiment by considering 3 pools, every with one job submitted. Figure seven shows the execution flow for the 2 DHSAs, with ten
sec per time step. The amount of running map and reduce tasks for every pool at whenever step is recorded.For PI-DHSA.
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3.3. Speculative Execution Management for Performance

First, SEPB will improve the performance of Hadoop from 3% ~10%, shown in Fig(a). Because the worth of percentage
OfJobsChecked for pending tasks increases, the trend of performance improvement tends to be giant and therefore the optimum
configurations may be distinct for various workloads.
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Figure 7

For example, the optimum configuration for five jobs is eightieth, but for 10 jobs is 10%.Second, there's a performance trade-off
between a personal jobs and therefore the whole jobs with SEPB.

3.4. Data Locality Improvement Evaluation for Slot PreScheduling

PreScheduling to check the result of Slot PreScheduling on information section improvement, we have a tendency to MapReduce jobs
with 16, 32, and 160 map tasks on the Hadoop cluster. We have a tendency to compare honest sharing results with and while not Slot
PreScheduling underneath the default HFS. it's price mentioning that Delay hardware has been added to the default HFS for the
standard Hadoop and keeps operating invariably.

3.5. Performance Improvement for DynamicMR

W Original Hadoop O Dynami IR

(a) A single MapReduce job

Figure 8

In this section, we have a tendency to valuate DynamicMR system in overall by sanctioning all its 3 sub-schedulers in order that they
will work corporately to maximise the performance the maximum amount as attainable. For DHSA half, we have a tendency to every
which way opt for PI-DHSA, noting that PI-DHSA and PD-DHSA have terribly similar performance improvement. Figure twelve
presents the analysis results for a single MapReduce job still as MapReduce workloads consisting of multiple jobs.

W Griginal Hadoop @D Dyn=michAR

5 jobs j 20 jobs

(b) MapReduce workloads with multiple jobs, referring
to Table 3 of the supplemental material for details.

Figure 9: Performance Comparison with Yarn

In YARN, there's no a lot of conception of ’slot’. Instead, it proposes a concept of ’container’ consisting of a particular quantity will
run on. it's claimed that it will overcome the employment problem of static slot-based approach. During this section, we perform
Associate in Nursing experimental comparison between YARN and our DynamicMR.we tend to additionally check different same
arguments.. For single MapReduce jobs For YARN, each map and reduce tasks will run on any idle instrumentality. there's no
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management mechanism for the magnitude relation of resource allocation between map and reduce tasks. As compared to YARN that
maximizes the resource utilization solely, our DynamicMR will maximize the slot resource utilization and meantime dynamically
management the magnitude relation of running map/reduce tasks via map/reduce slot.

4. Related Work
There is an outsized body of analysis work on the performance improvement for MapReduce jobs. we have a tendency to summarize
and categorize the closely connected work to ours as follows.

4.1. Scheduling and Resource Allocation Optimization

YARN [3] may be a cover version of Hadoop with whole completely different architecture. In distinction to our DynamicMR, it
overcomes the inefficiency drawback of the Hadoop MRv1 from the resource management perspective. there's no a lot of thought of
slot. Instead, it manages resources into containers consisting of a amount of resources (e.g., memory). each map and reduce tasks will
run on any instrumentality. Our experimental leads to Section 3.6 show that once in a very single job, we have a tendency to cannot
claim which one is best than the other; but, for multiple jobs,our DynamicMR outperforms YARN.

4.2. Speculative Execution Optimization

Speculative Execution is a very important task programing strategy in MapReduce for handling dawdler downside for a single job,
together with LATE [6], BASE [7], Mantri [1]. Longest Approximate Time to finish (LATE) [6] may be a speculative execution rule
that focuses on heterogeneous environments by prioritizing tasks to invest, choosing quick nodes to run on, and capping speculative
tasks. Guo et al. [7] further improve the performance for LATE by proposing a Benefit Aware Speculative Execution.

4.3. Data Locality Optimization

Data Locality Optimization has been shown to be a vital technique for the performance and potency improvement of the cluster
utilization .For MapReduce, there are map-side and reduce-side data locality. The map-side data locality optimization considers
moving the map tasks computation close to the input data blocks blocks For instance, once there are unit a lot of small-size jobs in a
setting, Delay hardware will improve the information vicinity by delaying the scheduling of map tasks whose knowledge vicinity
cannot be glad for a brief amount of your time, at the expense of fairness [4].

Slot PreScheduling belongs to the map-side knowledge vicinity optimization. Firstly, we tend to additional develop 2 sorts of slot
optimizers together with SEPB and Slot PreScheduling, which contribute to the accumulative performance improvement of DHSA.
Secondly, putt all of them along, we've developed a holistic and dynamic slot allocation and scheduling framework and performed
additional intensive experiments.

5. Conclusions and Future Work

This paper proposes a DynamicMR framework attending to improve the performance of MapReduce workloads whereas maintaining
the fairness. It consists of 3 techniques, namely,DHSA, SEPB, Slot PreScheduling, all of that target the slot utilization optimisation for
MapReduce cluster from different views. DHSA focuses on the slot utilization maximization by allocating map (or reduce) slots to
map and reduce tasks dynamically. Two styles of DHSA area unit conferred, namely, PI-DHSA and PD-DHSA, supported totally
different levels of fairness.User will select either of them consequently. In distinction to DHSA, SEPB and Slot PreScheduling think
about the potency optimization for a given slot utilization. SEPB identifies the slot unskillfulness drawback of speculative execution.
It can balance the performance exchange between one job and a batch of jobs dynamically. Slot PreScheduling improves the
efficiency of slot utilization by increasing its data locality. By enabling the higher than 3 techniques to figure hand and glove, the
experimental results show that our planned DynamicMR will improve the performance of the Hadoop system considerably (i.e., 46%
~ 115% for single jobs and 49% ~ 112% for multiple jobs).

In future, we tend to attempt to think about implementing DynamicMR for cloud computing setting with additional metrics (e.g.,
budget,deadline) thought of and totally different platforms by reviewing some existing works like [8], [9], [10].

6. References
1. G. Ananthanarayanan, S. Kandula, A. Greenberg, I. Stoica, Y. Lu, B. Saha, and E.Harris, Reining in the outliers in map-
reduce clusters using mantri, in OSDI’10,pp. 1-16, 2010.
2. Hadoop. http://hadoop.apache.org
3. M. Zaharia, D. Borthakur, J. Sarma, K.Elmeleegy,S.Schenker,l. Stoica, Delay scheduling: A simple technique for achieving
locality and fairness in cluster scheduling. In EuroSys’10, pp. 265-278, 2010.
4. Y. C. Kwon, M. Balazinska, B. Howe, and J. Rolia. SkewTune: mitigating skew in mapreduce applications. In SIGMOD’12.
pp. 25-36, 2012
M. A. Rodriguez, R. Buyya. Deadline based Resource Provisioning and Scheduling
6. Q. Chen, C. Liu, Z. Xiao, Improving MapReduce Performance Using Smart Speculative Execution Strategy. IEEE
Transactions on Computer, 2013
Z.H. Guo, G. Fox, M. Zhou, Y. Ruan.Improving Resource Utilization in MapReduce. In IEEE Cluster’12. pp. 402-410, 2012
8. Y. Wang, W. Shi, Budget-Driven Scheduling Algorithms for Batches of MapReduce Jobs in Heterogeneous Clouds, IEEE
Transaction on Cloud Computing, 2014.

o

~

105 Vol 3 Issue 3 March, 2015



The International Journal Of Science & Technoledge (ISSN 2321 —919X) www.theijst.com

9. C. Zhou, B.S. He, Transformation-based Monetary Cost Optimizations for Workflows in the Cloud, IEEE Transaction on
Cloud Computing, 2014.

10. M. A. Rodriguez, R. Buyya. Deadline based Resource Provisioning and Scheduling Algorithm for Scientific Workflows on
Clouds, IEEE Transaction on Cloud Computing, 2014.

11. Max-Min Fairness (Wikipedia). http://en.wikipedia.org/wiki/Max-min fairness

12. T. White. Hadoop: The Definitive Guide, 3rd Version. O’Reilly Media, 2012.

13. M. Zaharia, A. Konwinski , A.D. Joseph , R. Katz , I. Stoica, Improving MapReduce performance in heterogeneous
environments. In OSDI1’08, pp.29-42, 2008.

106 Vol 3 Issue 3 March, 2015



