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1. Introduction 
Owing to fast development of digital data that are present in current years, the knowledge discovery and data mining are the 
approaches plays a significant role for revolving such data into useful information and knowledge. Speaking is a wide task is familiar 
with the efforts for the purpose of two major things. The first thing is the researchers and practitioners functioning in the research 
areas to get back the information and text mining to find the textual resources by automatic methods. This method is to define a metric 
on a text or a document to group the neighbouring documents into resourceful document groups is called text clustering [i]. The next 
thing accumulated, is a metric on a document allocated to list of targeted lists. By this the new documents are consigned to labels and 
it is called as text classification [ii].  In the areas of thesauri [iii] and ontologies [iv] the researchers are working and a certain 
documents are assigned to form the theoretical structures.  
In government research agencies the research projects are selected and it is the frequent activity that to be happens over there. The 
selected research proposals are made to review. Utmost five members are allocated to each proposal to estimate the correctness of it. If 
the proposals are there in excess, it is required to cluster or group the proposals according to their unique nature. The grouped 
proposals are taker to the reviewer belongs to their respective disciplines.  Generally the project selection is done once in a year by 
scheduling all the projects to calculate the quantitative and qualitative criteria of the projects.  
In Research and Development during selection process the decision makers are separated into six groups, they unite together in linked 
manner to select the best proposals. They select the best proposal in definite manner and the output of one group is given as an input to 
another group. The R&D would be in charge for the selection of the proposal and it offers a task to program. The program directors 
send the selected proposal to the external reviewers for the evaluation. Though, the external reviewers do not contain sufficient 
knowledge in all the research areas. So an effective approach called an ontology-based text-mining approach is proposed to cluster the 
submitted research proposals to the external reviewers with the computer supports. 
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Abstract: 
Both the internet and the intranets contain more resources and they are called as text documents. Research and development 
(R&D) scheme selection is a type of decision-making normally present in government support agencies, research institutes, 
technology intensive companies and universities. Text Mining has come out as an authoritative technique for extracting the 
unknown information from the large text document. Ontology is defined as a knowledge storehouse in which concepts and 
conditions are defined in addition to relationships between these concepts. Ontology's build the task of searching alike 
pattern of text that to be more effectual, efficient and interactive. The present method for combine proposals for selection of 
research project is proposed by ontology based text mining technique to the data mining approach of cluster research 
proposals support on their likeness in research area. Though the research proposal regarding particular research area is 
cannot always be accurate. This paper proposes an ontology based text mining to group required data such as research 
proposals and external reviewers based on their research area. The proposed method like Fuzzy SOM and the NRGA 
algorithm is used to cluster here. The proposed method is efficient and effective for clustering research proposals.  The 
experimental result is evaluated based on F-measure which proves that the proposed approach gives improved results. 
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2. Literature Survey 
In [v] Text-To-Onto ontology based approach is introduced by means of supervised learning. The group decision support approach is 
proposed in [vi]. The author Choi and Park introduced a text mining approach for R&D to select proposal [vii]. Roussinov and Chen 
introduced Document clustering for an electronic meeting is explained in [viii]. A preference and content based approaches are 
introduced to increase the efficiency of the document clustering is studied in [ix]. Runkler and Bezdek introduced a Web mining with 
relational clustering [x]. Minimum entropy clustering method is proposed to gene expression [xi]. Gauch, Chaffee, and 
Pretschner[2003] proposed a Ontology-based personalized search and browsing[xii]. Meade and Presley [2002] established an R&D 
project range using the analytic network process [xiii]. An Automatic Topic Identification Algorithm is developed in [xiv]. Hettich 
and Pazzani [2006] proposed a text-mining approach to cluster the proposals, identify reviewers, and assign reviewers to proposals 
[xv]. 
In [xvi] the author proposed an optimal allocation method to the reviewers to select a best proposal. A rotation program method is 
proposed in [xvii]. Choi and Park proposed a text-mining approach for R&D proposal selection in [xviii]. Girotra et al. [xix] presented 
an experiential study to value projects in a selection. Sun et al. proposed a decision support system to evaluate reviewers for research 
project selection in [xx]. Hybrid knowledge-based and modeling approach is proposed in [xxi]. 
An OWL Web Ontology Language is established in [xxii] for selecting the best research proposals. An ontoX—A method is designed 
for ontology-driven information extraction [xxiii]. Jian Ma, Wei Xu,  Efraim Turban, Shouyang Wang, Yong-hong Sunpresents an 
method to  Cluster Proposals for Research Project. The author develops an Ontology-Based Text-Mining Method based on their 
analogous discipline areas. In this method the research proposal is cluster effectively both English and Chinese texts [xxiv]. 
 
3. Ontology Based Text Mining 
The important work of the R&D is to cluster the proposals after they are submitted. The proposals are separated into certain groups 
and the groups which are belong to same research area. For example, if the group of proposals is belong to identical research area and 
it contains less number of proposals, manual grouping is done based on keywords presented in the proposals and give them to 
reviewer.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Proposed framework 
 

But if the required proposal volume is large it is complex to group them manually, so to classify the large volume of the proposals an 
ontology based approach is used and to cluster the proposal using text mining approach at last submit to the reviewer systematically. 
The ontology based text mining consist of following four phases 

 Constructing a Research Ontology 
 Classifying Disciplines based on New Research Proposals 
 Similarity based Research proposal clustering using text mining  
 Research Proposals Balancing and Regrouping Research Proposal by Considering Applicants’ Characteristics  
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4. Research Ontology Construction 
 
4.1. Step1:  Creating the research topics:  
While making a research projects, many keywords are used over there and also in supporting research documents and their 
corresponding frequencies are considered for every year. The keyword frequency is the sum of the similar keywords that shown in the 
regulation for the period of the five years. 
 
4.2. Step2:  Constructing the Research Ontology 
According to scientific research area the research ontology is classified and it is improved on specific research area.  
Then it is divided into their respective discipline. Lastly the research topic is selected in terms of feature set. The researchers may 
construct their research proposal in different names with similar concepts.  
 
4.3. Step 3:  An Automatic Approach for Topic Identification 
 
4.3.1. Split the Text into Sentences  
The algorithm in which the first step is to split the sentence, a smallest text part contains a topic. Therefore, split the document into 
equivalent sentences. In this research use a Proxem Antelope (Proxem, 2009) which provides an open-source abundance of NLP tool. 
This tool contains a text splitter to split the sentence, by which would have a set of sentences. 
 
4.3.2. Pars the Sentences 
This step is to pars the sentences to find the candidate name initially to stay away from unwanted calculation. Syntactic parts like 
Noun Phrase (NP) and Verb Phrase (VP) are the most significant roles to present the meaning of the sentence and consider them 
instead of grammatical roles like noun and verb to spot the candidate topic for each sentence. These syntactic parts are easy to get 
through a dependence syntactic parser.  
 
4.3.3. Select the Candidate Parts 
Select noun phrase (NP) and the head of a Verb Phrase (VP) as an alternative of just pairs of nouns and noun-verb. Assume that the 
most significant parts from a sentence are the NP’s that function as subject and the head of the VP. The combination of three topics is 
considered as a candidate topic. 
 
4.3.4. Weight Calculation for Candidate Topic 
In this step calculate the IDF and SNV only for essential syntactic parts. The formula to calculate the weight is 

ܸܵܰ ൫ܰܲ, ℎ݁ܽ݀ (ܸܲ)൯ = .(ܲܰ) ܨܦܫ  ܨܦܫ
൫ℎ݁ܽ݀ (ܸܲ)൯

,൫ܰܲ ܦ ℎ݁ܽ݀ (ܸܲ)൯
 

 
4.3.5. Select the Final Topic 
While verifying the candidate topic and its connected weight for each sentence, select the most weighted one and think it as the main 
topic for the whole document. Suppose there are more than one candidate topics with greatest weight, consider all of them as the main 
topic. 
 
4.4. Step 4:  research ontology updation 
 The research ontology is updated once the project funding is completed each year, according to agency’s policy. 
 
4.4.1. Classifying Disciplines based on New Research Proposals 
Proposals are classified by the discipline areas according to the keyword stored in ontology and the topic identified using Topic 
Identification Algorithm. In this paper a modified SOM that hybridizes with fuzzy c-means rules to cluster the proposals. 
 
4.4.2. Standard SOM 
SOM is like artificial neural networks with respect to the unsupervised learning. The SOM is an easy implementation tool and it is 
used to reduce the dimensionality reduction. To get accurate result instead of SOM, fuzzy SOM is proposed.  
 
4.4.3. Fuzzy SOM 
Let X୔୒denote the input space (matrix), M୐୒ the weight vectors (codebook), d୔୐the Euclidean distance measure, R୔୐ the fuzzy 
membership function, and h୨the neighborhood function, where P, N and L are positive integers. 
Step 1: Initialize the weight vectors (codebook). 
Step 2: Compute d, the Euclidean distance measure: 

d୪୨(t) = ට∑ ቀX୪୧ −M୨୧(t)ቁ୒
୧ୀଵ

l = 1,2,3, … . . P
j = 1,2,3,     L    (1) 

Step 3: membership computation of every map unit: 
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where p is a constant integer whose value is arbitrary and dependant on the size of the dataset. 
Step 4: Update the weights vector: 
 

M୨୧(t + 1) = M୨୧(t) + h୨(t).
∑ ୖౢౠ(୲).ቀଡ଼ౢ౟ି୑ౠ౟(୲)ቁ
౉
ౢసభ

∑ ୖౢౠ౉
ౢసభ (୲)

l = 1,2,3, … . . P
j = 1,2,3,     L  (3) 

 
where, t is an iteration step, instead of a variable. This algorithm runs iteratively for a set number of iterations. The stopping criteria 
used in this work is a fixed training length, where the number of training period is based on the dimensions of the dataset and number 
of map units used. The original SOM toolbox uses this stopping criterion, and it remains unchanged for the implementation of the 
MFSOM algorithm. At the every iteration one random input vector is chosen. Subsequently, the smallest Euclidean distance of the 
selected input vector to the codebook is chosen as the best matching unit (BMU). This is used for the calculation of the simple 
Gaussian neighbourhood function used in the neighbourhood function, h, where it is given as: 

hୡ୧(t) = a(t). e
ౚౙ౟
మ

మಚమ(౪)      (4) 
 
Where dୡ୧ is the distance between the BMU and the current map unit, σ (t) is the current neighbourhood radius and α (t) is the training 
rate (non-increasing function). 
 
The training rate α (t) used is defined as: 

a(t) = a଴ ቀ
ୟ౐
ୟబ
ቁ
భ
౐       (5) 

where ∝଴is the initial learning rate, ∝୘ the final learning rate, t is the iteration step and T is the learning length. The learning rate is 
determined based on the size of the dataset. 
 
5. Similarity Based Research Proposal Clustering Using Text Mining  
Once the classification of research proposals in discipline areas, the proposals in each discipline are clustered using the text-mining 
technique [xviii], [xix]. The main clustering process consists of five steps, as shown in Fig. 3: text document collection, text document 
pre-processing, text document encoding, vector dimension reduction, and text vector clustering. 
 

 
 

 
 
 
 
 

 
 
 

 
 

 
Figure 2: Main process of text mining 

 
 
 
5.1. Step 1: Text document collection  
The proposal documents in each discipline A୩(k =  1, 2, . . . , K) are collected after the research proposal is classified. 
 
5.2. Step 2: Text Document Pre-Processing  
The contents of proposals are generally nonstructural. Because in the proposal consist of Chinese characters which are hard to 
segment, the research ontology is used to study, extract, and identify the keywords in the full text of the proposals.  
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5.3. Step 3: Text Document Encoding  
After text documents are segmented, they are converted into a feature vector illustration: V =  (vଵ, vଶ.  . . v୑), where M is the number 
of features selected and v୧(i =  1, 2, . . . , M) is the TFIDF encoding [xviii] of the keywordw୧. TF-IDF encoding describes a weighted 
method based on inverse document frequency (IDF) combined with the term frequency (TF) to produce the feature v, such that 
v୧  =  tf୧  ∗  log(N/df୧), where N is the total number of proposals in the discipline, tf୧ is the term frequency of the feature word w୧, and 
df୧ is the number of proposals containing the word w୧. Thus, research proposals can be represented by corresponding feature vectors. 
 
5.4. Step 4: Vector Dimension Reduction 
The feature vector dimension is large, so that the vector size is reduced automatically by selecting a subset which consists of more 
number of keywords. Latent semantic indexing (LSI) is used to solve the problem [xxvi]. It not only reduces the dimensions of the 
feature vectors also generate the semantic relations between the keywords. LSI is a technique for replacement of the original data 
vectors with shorter vectors in which the semantic information is conserved. Without losing the information in a proposal, a term-by-
document matrix is created, where there is one column that corresponds to the term frequency of a document. Also, the matrix is 
decayed into a set of eigenvectors by means of singular-value decomposition. Thus, the document vector formed from the term of the 
enduring eigenvectors has a very small dimension and retains approximately all of the related original features. 
 
5.5. Step 5: Text Vector Clustering 
 This step uses a Fuzzy SOM algorithm to cluster the feature vectors based on similarities of research areas. 
4.3 Research Proposals Balancing and Regrouping Them by Considering Applicant’s Characteristics 
Even though the number of proposals in particular cluster is large the candidate’s characteristics like affiliated universities are 
considered. As in Fan et al. [xvii], the proposal group composition should be varied. Previous years the reviewers sometimes knob the 
proposals improperly, having poor group work like the same affiliation in a specific proposal group. Reviewers may feel confused and 
sore when evaluating proposals that may have poor group composition, so it is wise that the applicants’ characteristics in each 
proposal group should be as varied as possible. Besides, the group size in each group should be similar. This is done by Non-
dominated Ranking Genetic Algorithm (NRGA) algorithm as follows. 
At first, a random parent population P is formed. The sorting of the population is based on the non-domination. Each solution is 
allocated as fitness equivalent to its non-domination level. 
The normal reproduction operator is the comparable reproduction operator. For its fitness a string with probability proportional is 
chosen for mating pool. In the population the i^th string which is probability proportional chosen to Fitness value〖 F〗_v . in a 
simple GA the size of the population is always kept fixed. The string chosen for the mating pool should satisfy the following condition 
                   sum(probabilty of each string))=1               (6) 
Therefore the possible way for selecting the i^th string is 
                                                         ρ(i)=F_v/(∑_(i=1)^n▒F_v )      Where n population size        (7)    
In the proposed work, this selection procedure is implemented by imagine a Roulette- Wheel (RW) in which its circumference marked 
for each string proportionate to the string's fitness. The RW is spun number of times. Every time the RW pointer chose an instance of a 
string. The RW makes  F_v/¯A  copies of the strings. The formula for the average fitness is 
                                                                ¯A=∑_(i=1)^n▒F_v                                                        (8) 
 
The algorithm represents that Non-Dominated Ranked Genetic algorithm is simple and straightforward. A combined population P⋃Q 
is created. The mixed population is of size 2N then obtained; according to the non-domination the mixed population is sorted. Each 
and every population members are incorporated in the mixed population elitism is guaranteed.  Out of 2N the solution N will be 
chosen by this process. 
 The new population of size ‘N’ is utilized for choosing. next two tiers, ranked dependent on roulette wheel selection [xxviii] and 
[xxix]; one tier to choose the front and the other to choose solution from the front,  the highest probability  results obtained for the 
finest Non-Dominated set F1  to be chosen. Therefore, results from the set F2 are selected with small probability than results from the 
set F1 and so on. The next procedure is generation of population RP of size N. this will be done by  crossover and mutation. The 
diversity between non-dominated results is established by the second tier of ranked dependent Roulette wheel selection that ranks the 
results according to their crowding distance. The results with lesser crowding distance will have the higher probabilities. 
As solutions contend with their crowding distance, no extra niching attribute is needed. The crowding distance is obtained in the 
parameter space Even though it is computed in the objective function space,  The objective function space niching is utilized in this 
proposed approach [xxx]. 
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Pseudo code for NRGA Algorithm: 

 
 

6. Experimental Results 
To validate the proposed approach, several experiments are conducted using the previous granted research projects. Research projects 
from various disciplines are considered for the experimental evaluations. Artificial intelligence, information management, image 
processing, data mining, networking and software engineering are the domains and disciplines taken into consideration. Moreover, the 
typical criterion for text clustering F measurement is used to measure the quality of clustering research projects. As mentioned in [31], 
for generated cluster c and predefined research topic t, the corresponding Recall and Precision can be calculated as follows:  
 
,ܿ)݊݋݅ݏ݅ܿ݁ݎܲ (ݐ = ௡(௖,௧)

௡௖
   (8) 

ܴ݈݈݁ܿܽ(ܿ, (ݐ = ௡(௖,௧)
௡௧

   (9) 
 
Where n(c, t) is the project number of the intersection between cluster c and topic t. nୡis the number of projects in cluster c, and n୲ is 
the number of projects in topic t. F measurement between cluster c and topic t can be calculated as follows: 
 
,ܿ)ܨ (ݐ = ൫ଶ ∗ ୖୣୡୟ୪୪(௖,௧)∗ ୔୰ୣୡ୧ୱ୧୭୬(௖,௧)൯

൫ୖୣୡୟ୪୪(௖,௧)ା ୔୰ୣୡ୧ୱ୧୭୬(௖,௧)൯
  (10) 

The F measurement can be given by 
ܨ = ∑ ௡೔

௡௜
max{ܨ(݅, ݆)}   (11) 

where n is the whole number of research projects and i is each predefined research topic. 
 
6.1. Performance Evaluation  
In order to compare the clustering quality of the proposed Fuzzy SOM ontology based Text Mining Method (FSOM based TMM), the 
existing Ontology based TMM and clustering based TMM is taken for consideration.   
 
 
 

Q ∈ F୧ 

Initialize Population P 
 {  
   Generate random populations of  P– size n        Evaluate population 
objective values J based on 1- NN for P 
Assign rank (level) for random Populations of P based on pareto dominance 
sort 
   } 
 { 

 Ranked based roulette wheel selection                       Recombination 
and mutation 

} 

for i=1 to g do 
 

for each member of the combined population      (P⋃Q) do 
            Assign rank (level) based on Pareto-sort 
            Generate sets of non-dominated fronts 

Calculate the crowding distance between members of each front 
 

           end for 
 
(elitist) Select the members of the combined population based on least 
dominated n solution ܑܜmake the population of the next generation. Ties are 
resolved by taking the less crowding distance 
Create next generation 
{ 
      Ranked based Roulette wheel selection 
      Recombination Mutation 
} 
 end for 
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6.2. F  Measurement Evaluation 
Figure 4. shows the F-measurement comparison of the proposed approach with the existing approaches.  It is clearly observed from 
the figure that the proposed approach outperforms the other two approaches. The F measurement of the proposed FSOM based TMM 
is better than the other two approaches.  
 

 
Figure 3: Accuracy of algorithm. 
Precision and Recall Comparison 

 
Table 1. shows the comparison of the precision and recall comparison of the proposed and the existing approaches. 
It is observed from the table that the precision and recall attained by the proposed Fuzzy SOM based TMM is higher when compared 
with the existing K-means based TMM and OTMM approaches.  
From the above mentioned experimental results, the performance of the proposed approach is evaluated using F measurement. The 
classification accuracy of the proposed performance is 0.94 than existing approach such as k-means based TMM and OTMM are 0.92 
and 0.87. Hence the proposed approach performs better than the existing approaches. 
 
7. Conclusion 
This paper has presented a structure on ontology based text mining for grouping research proposals and conveying the grouped 
proposal to reviewers analytically. Research ontology is designed to separate the concept tasks in various regulations areas and to form 
a concurrent relationship with them. It assists with text-mining and optimization techniques to cluster research proposals based on 
their resemblance and then based on the research area it is allocated to reviewer. With the help of knowledge based agent the 
proposals are assigned to the reviewer. In future this reviewer work is replaced by the system. Also, there is a need to empirically 
compare the results of manual classification to text-mining classification. 
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