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1. Background 

The most difficult task is identifying the optimal number of features, as it should balance between including important data and 

removing unwanted information. The minimum number of genes selection discussed in previous chapter has improved data 

classification accuracy on the training data. The next step in microarray data analysis is to select the differently expressed genes 

based on expression values. This chapter presents a new filter feature selection that selects the discriminative genes to reach the 

best classification accuracy. This method allows the user to define number of features to reach best classification accuracy and to 

retrieve a large number of relevant genes for the target disease. This method is named masked sequential backward selection as it 

combines the features of Masked Painter feature selection method and Sequential backward selection algorithm. It adopts the 

sequential feature selection and has the following two important features: 

 It finds the minimum number of genes with best coverage of training data and maximizes the correct assignment 

of the training samples to the corresponding class.  

 It ranks the genes according to a quality score which is computed to remove the effect of outliers.  

The top ranked genes along with the minimum gene subset are pooled to obtain a better classification accuracy. The algorithm is 

based on identification of genes that are overlapping in their expression and the information in the gene are hidden and stored as 

gene masks. Sequential feature selection starts with an empty feature subset which iteratively adds features until user defined size 

is reached. This method was validated on different multi-category microarray datasets to give a more practical evaluation of the 

proposed method. Also, the masked sequential backward selection was compared with other feature selection methods to 

determine its classification accuracy. In most of the cases the proposed method gives higher accuracy statistically. Finally, the 

biological relevance of the selected genes of the proposed approach was evaluated.  

 

2. Method 

The principle behind masked sequential backward selection is that few genes can be easily identified as from a sample belonging 

to a particular class since their expression level does not overlap with other classes. But, in other cases, it is really difficult to 

differentiate between classes as they have overlapping ranges. To discriminate such genes, the proposed method of masked 

sequential backward selection is applied. This method primarily represents each gene by a gene mask based on its ability to assign 

training samples to the correct class. Then, it calculates overlap score and dominant class which are pooled together for the 

ranking of genes. The overlap score is an index of the overlap in the expression intervals for different classes. In contrast, 

dominant class of a gene is defined by the class to which majority of the samples belong without overlap in their expression. Two 

different scoring systems are employed since genes with less overlapping intervals create ambiguity when assigning correct class. 

It is sequentially iterated until user defined size of the genes in a class is obtained. The method has the following phases: 

 

2.1. Gene Mask Computations 

The method starts by assigning a mask to every gene, denoted by an array with number of samples (‘S’ bits). Masking is done to 

represent the gene’s capability to classify each sample. The mask is created for a gene ‘i’,’s’ its mask will be assigned 1 if its 

expression value ‘eis’ falls within the expression interval of a single class, or else 0. 
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Formally, given two arbitrary classes c1, c2 ∈ C = {1. . . k}, bit s of gene mask i is computed as follows. 

maskis =  

 
If the sample did not fall under any core expression interval, it is an outlier and its value is set to 0.  

 

2.2. Overall Score Computation and Dominant Class Assignment 

After gene mask computation, each gene is assigned with an overlap score which is the degree of overlap among the core 

expression intervals. The core expression intervals are computed using Weighted Mean Deviation (WMD) method followed by 

assigning dominant class for each gene. Dominant class is the best distinguished class and it is done to reduce redundancy in gene 

selection.  

Based on the degree of overlap in the expression intervals among classes, overlap score is assigned to each gene. Overlap score 

differs from gene mask score as gene max is the min-max expression interval whereas overlap score is the representation of the 

differentiating degree of genes and its aim is to avoid over fitting through noise and outliers handling. Thus, to model the probable 

values of a unknown test set, the overlap score is based on core expression intervals which is calculated using Weighted Mean 

deviation (WMD) method.  

Overlapping intervals in minimum gene subset will lead to wrong classifications, because the differentiating power of the gene is 

inadequate. Hence, for ranking genes the overlap score is used which will be higher for less important genes which has many 

overlaps among the different classes. The lower the overlap score represents genes with high differentiating power with less 

overlap among their expression intervals.  Each gene is assigned an overlap score, represented as ‘os’, is based on the following 

features in the gene expression values.  

 The number of samples linked to different classes of the same range. 

 The number of overlapping classes 

 The overlapping interval length 

The overlap score is represented as ‘osi’ for each gene ‘i’. The total expression interval represented by ‘W’ of a gene 

(amplitude=|W|) is calculated by range, which is the difference in the minimum and maximum values among its core expression 

interval boundaries. The total expression interval represented as ‘W’ of a gene is calculated by finding the range of its core 

expression interval boundaries (subtracting the minimum and maximum of the core expression interval boundaries). For each total 

expression interval, subintervals are created based on the different set of overlapping classes with respect to the adjacent 

subintervals. For example, the subinterval wt can be defined as the interval enclosed by two successive extremes of core 

expression intervals and its amplitude can be represented as |wt|. The genes which have more overlaps among expression intervals 

of different class will get higher scores which is based on both on number of samples of different classes with similar subinterval 

and the amplitude of the subinterval. Based on this, the overlap score for any gene can be defined as follows: 

T 

os=Σ ct .mt/M. |wt|/|W| 

t=1 

whereT is the number of subintervals, ct is the number of classes which overlap in subinterval t, mt is the number of samples 

expressed in subinterval t, and M is the total number of samples. Subintervals covered by a single class provide no contribution to 

the overlap score, because the number of overlapping classes is 0. In the case of subintervals without values, the number of 

overlapping classes is 0. Thus, also in this case, no contribution is added to the overlap score.  

A dominant class of a gene is the class to which it differentiates best. To identify the dominant class of a gene, the subintervals to 

which the expressed samples of a simple class is considered and the number of samples in that class is identified. The class 

containing the highest number of samples is the dominant class of the gene as this will improve the classification accuracy.  

 

2.3. Minimum Gene Subset Selection 

The best training set sample coverage can be outfitted by selecting the minimum number of genes using overlaps scores and 

searching algorithms such as K-means clustering with greedy and set covering approaches.  

 

2.4. Gene Ranking 

The genes which are not part of the minimum subset were ranked according to the higher overlap scores, separately for each 

dominant class. The final gene rank was created selecting the top ranked genes from each dominant class.  

Next, the genes are ranked based on overlap score and dominant class. All the genes, except those belonging to a minimum gene 

subset are ranked based on increasing value of overlap score for each dominant class. The topmost gene from each dominant class 

was selected and the final rank was prepared. 

 

2.5. Final Gene Selection 

The top ranked genes were selected by Sequential backward selection algorithm and supplemented with the minimum gene subset 

to create the final gene set.  

To provide best sample coverage on the training set, minimum gene subset was prepared which is extended to include top ‘k’ 

ranked genes using sequential backward selection algorithm. This approach will include maximum set of training samples as the 

minimum gene subset is independent of overlap score.  
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3. Results and Discussion 

 

3.1. Microarray Dataset 

The masked sequential backward selection was applied on the publicly available datasets on [1], [2], and [3]. Seven multi-

category microarray datasets were chosen, where five among them are characterized by 3 to 9 classes and the rest two contain 

only two classes. The number of features in each class ranges from 2,000 to more than 10,000. The characteristics of the dataset 

are presented in Table 1. 

 

Dataset Genes Samples Classes 

Alon 62 2000 2 

Brain1 90 5920 5 

Brain2 50 10367 4 

Leukemia 72 5327 3 

Srbct 83 2308 4 

Tumour9 60 5727 9 

Welsh 34 7129 2 

Table 1: Characteristics of Dataset 

 

The masked sequential backward selection (SB) method was authenticated by comparing it with other feature selection techniques 

with gene expression datasets. The feature selection techniques taken for comparison in the present study are Information Gain 

(IG), Twoing Rule (TR), Sum Minority (SM), Max Minority (MM), Gini Index (GI), Sum of Variance (SV). As these methods are 

considered standards for microarray datasets [4,5] they are used for comparing with sequential backward selection technique also. 

The parameters according to [6,7,8] such as number of features, feature selection algorithm, classifier and dataset were cross 

validating through 50 iterations. The mean classification accuracy on the 50 different iterations was calculated. The significance 

of the results were tested using Student’s ‘t’ test for each iteration. The statistically significant values at 5% level of significance 

(p-value<0.05) are indicated using ‘*’ and the best values are represented in bold.  

 

3.2. The Characteristics and the Experimental Results are Presented Below 

Classification Accuracy: Classification accuracy is defined by the number of samples correctly classified including true positives 

and true negatives. This measure is compared for masked sequential backward selection (SB) and other feature selection 

techniques. Classification accuracy has been tested on all the datasets in Table 1 with J48 decision tree classifier [9]. The results 

obtained for Alon dataset is presented in Table 2.  

 

# SB IG TR SM MM GI SV 

2 78.94 74.20* 74.68* 74.84* 75.81* 74.68* 74.68* 

4 76.95 73.88* 73.24* 74.01* 75.23* 73.24* 73.24* 

6 7.37 73.73* 73.75* 74.01* 75.11* 73.75* 73.75* 

8 7.05 73.79* 73.68* 74.38* 74.83* 73.68* 73.68* 

10 76.85 73.94* 73.77* 74.15* 74.99* 73.77* 73.77* 

12 6.02 74.07* 73.99* 74.22* 74.12* 73.99* 73.99* 

14 76.15 73.39* 73.80* 74.24* 74.31* 73.80* 73.80* 

16 75.26 73.07* 73.19* 73.75* 74.11 73.19* 73.19* 

18 5.65 73.00* 73.05* 73.50* 75.23 73.05* 73.05* 

20 75.63 73.13* 73.08* 73.25* 75.29 73.08* 73.08* 

avg 76.59 73.62* 73.63* 74.03* 74.90* 73.63* 73.63* 

max 78.94 74.20 74.68 74.84 75.81 74.68 74.68 

SD 1.03 0.42 0.48 0.43 0.53 0.48 0.48 

Table 2: Accuracy yielded by the J48 classifier on the Alon dataset. 

 

In Table 2, each row presents the accuracy of a specific cardinality of the different feature selection technique for the Alon 

dataset. The average accuracy, maximum and standard deviation for each method are presented at the end of the table.  
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# SB IG TR SM MM GI SV 

2 82.72 81.67 80.00* 77.83* 78.25* 81.89 82.47 

4 86.50 84.36* 81.75* 83.72* 82.50* 84.44* 85.78 

6 86.69 85.17* 84.06* 85.44* 83.81* 85.42* 85.53 

8 86.44 85.53 85.25 85.53 3.78* 86.14 85.06* 

10 86.86 85.39* 85.22* 85.89 4.42* 85.75* 84.94* 

12 86.83 85.14* 85.14* 85.69* 85.56* 85.56* 85.11* 

14 86.72 84.97* 84.92* 85.11* 85.42* 85.25* 85.50* 

16 86.58 84.92* 84.89* 85.11* 85.28* 85.11* 85.69 

18 86.67 84.69* 84.72* 84.97* 85.03* 84.94* 86.17 

20 87.22 84.86* 84.86* 85.03* 85.36* 84.97* 86.44 

avg 86.32 84.67* 84.08* 84.43* 83.94* 84.95* 85.27* 

max 87.22 85.53 85.25 85.89 85.56 86.14 86.44 

SD 1.21 1.05 1.68 2.27 2.11 1.11 1.04 

Table 3:  Accuracy yielded by the J48 classifier on the Leukemia dataset 

 

Table 3, presents the accuracy of a specific cardinality of the different feature selection technique for the Leukemia dataset. The 

average accuracy, maximum and standard deviation for each method are presented at the end of the table.  

 

# SB IG TR SM MM GI SV 

2 71.50 65.37* 63.76* 59.51* 62.41* 65.79* 63.63* 

4 81.73 75.60* 72.97* 69.23* 69.89* 74.57* 74.00* 

6 81.92 78.18* 75.17* 75.06* 72.72* 75.96* 78.05* 

8 82.07 78.94* 76.75* 76.63* 75.18* 77.32* 80.61* 

10 82.07 79.52* 78.06* 78.21* 77.18* 78.29* 81.02 

12 82.09 80.63* 78.99* 78.68* 79.02* 79.64* 80.93* 

14 81.48 80.85 79.80* 78.37* 80.75 80.54* 81.23 

16 81.07 81.11 80.48 78.10* 81.13 81.20 82.10 

18 81.16 81.18 81.01 78.23* 81.71 81.51 82.71* 

20 80.61 81.06 81.25 78.28* 82.48* 81.79* 82.78* 

avg 80.57 78.24* 76.82* 75.03* 76.25* 77.66* 78.71* 

max 82.09 81.18 81.25 78.68 82.48 81.79 82.78 

dev 3.06 4.60 5.04 5.85 6.06 4.59 5.60 

Table 4:  Accuracy yielded by the J48 classifier on the Srbct dataset 

 

In Table 4, each row presents the accuracy of a specific cardinality of the different feature selection technique for the Srbct 

dataset. The average accuracy, maximum and standard deviation for each method are presented at the end of the table. The 

Sequential Backward Eventually, on the Srbctdataset it is outperformed by the SV technique for larger sets of features (18and 20). 

However, its overall average performance is statistically better thanall other methods. 

 

# SB IG TR SM MM GI SV 

2 70.27 68.89* 67.62* 70.65 68.88* 68.42* 69.01* 

4 72.19 70.45* 69.99* 71.36 69.93* 69.72* 71.01 

6 73.22 71.41* 70.76* 71.25* 70.50* 70.84* 71.25* 

8 73.11 72.35 71.09* 1.13* 70.95* 70.78* 72.43 

10 73.25 72.38 71.48* 71.16* 71.25* 71.27* 72.61 

12 73.25 72.79 72.06 1.64* 71.97 71.77* 72.74 

14 73.39 73.19 72.55 72.16 71.76* 71.60* 72.97 

16 73.54 73.46 72.95 72.77 71.70* 72.22 73.25 

18 74.11 73.71 73.58 73.03 72.20* 72.79 73.42 

20 74.49 73.80 73.65 73.22* 71.72* 73.05* 73.37 

avg 73.08 72.24* 71.57* 71.84* 71.09* 71.25* 72.21* 

max 74.49 73.80 73.65 73.22 72.20 73.05 73.42 

dev 1.10 1.50 1.74 0.85 0.99 1.33 1.32 

Table 5:  Accuracy yielded by the J48 classifier on the brain1 dataset 

 

Table 5, presents the accuracy of a specific cardinality of the different feature selection technique for the brain1 dataset. The 

average accuracy, maximum and standard deviation for each method are presented at the end of the table.  
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# SB IG TR SM MM GI SV 

2 57.64 46.80* 46.80* 46.13* 49.03* 49.35* 46.80* 

4 58.23 46.11* 46.11* 46.15* 51.78* 49.38* 46.11* 

6 58.83 45.84* 45.84* 48.45* 53.12* 49.01* 45.84* 

8 59.19 46.77* 46.77* 49.02* 54.66* 49.33* 46.77* 

10 59.43 48.16* 48.16* 51.29* 55.51* 50.29* 48.16* 

12 59.27 49.65* 49.53* 54.30* 56.41* 51.11* 49.65* 

14 59.73 50.00* 49.96* 55.87* 56.61* 51.50* 49.92* 

16 60.04 50.58* 50.26* 56.77* 57.15* 52.73* 50.33* 

18 59.85 50.94* 51.20* 56.96* 57.33* 53.48* 50.58* 

20 59.62 51.27* 50.90* 57.24* 57.75 54.23* 50.91* 

avg 59.18 48.61* 48.55* 52.22* 54.93* 51.04* 48.51* 

max 60.04 51.27 51.20 57.24 57.75 54.23 50.91 

dev 0.72 2.00 1.95 4.31 2.68 1.80 1.89 

Table 6: Accuracy yielded by the J48 classifier on the brain2 dataset 

 

Table 6, each row presents the accuracy of a specific cardinality of the different feature selection technique for the brain2 dataset. 

The average accuracy, maximum and standard deviation for each method are presented at the end of the table.  

 

# SB IG TR SM MM GI SV 

2 25.40 24.30 23.03* 21.47* 18.63* 21.13* 24.77 

4 29.33 28.77 28.30 24.00* 20.80* 23.43* 29.77 

6 30.97 30.43 30.47 25.83* 20.73* 24.33* 31.27 

8 31.03 32.30 31.07 28.00* 21.40* 24.67* 32.17 

10 31.57 32.77 31.63 28.27* 22.37* 26.60* 31.50 

12 32.03 32.60 31.40 29.80* 21.87* 26.97* 31.60 

14 31.97 32.77 30.97 29.77* 21.13* 27.33* 31.80 

16 31.97 32.83 30.97 28.50* 22.23* 26.90* 31.17 

18 32.07 32.87 31.23 29.60* 23.27* 27.63* 30.33 

20 33.03 33.07 30.80* 29.63* 23.43* 27.70* 30.90* 

avg 30.94 31.27 29.99* 27.49* 21.59* 25.67* 30.53 

max 33.03 33.07 31.63 29.80 23.43 27.70 32.17 

dev 2.06 2.67 2.48 2.70 1.33 2.08 2.03 

Table 7: Accuracy yielded by the J48 classifier on the Tumour9 dataset 

 

In Table 7, each row presents the accuracy of a specific cardinality of the different feature selection technique for the Tumour9 

dataset. The average accuracy, maximum and standard deviation for each method are presented at the end of the table. On the 

Tumor9 dataset, the Sequential backward method shows a performance equivalent with the best techniques (IG and SV). 

 

# SB IG TR SM MM GI SV 

2 89.72 85.81* 85.81* 85.81* 85.81* 85.81* 85.81* 

4 90.21 85.74* 85.74* 85.74* 85.74* 85.74* 85.74* 

6 90.03 84.72* 84.72* 84.72* 84.72* 84.72* 84.72* 

8 90.24 85.08* 85.08* 85.08* 85.08* 85.08* 85.08* 

10 89.56 84.26* 84.26* 84.26* 84.26* 84.26* 84.26* 

12 90.10 83.58* 83.58* 83.58* 83.58* 83.58* 83.58* 

14 89.97 83.26* 83.26* 83.26* 83.26* 83.26* 83.26* 

16 90.08 83.30* 83.30* 83.30* 83.30* 83.30* 83.30* 

18 89.56 83.31* 83.31* 83.31* 83.31* 83.31* 83.31* 

20 89.30 83.23* 83.23* 83.23* 83.23* 83.23* 83.23* 

avg 89.88 84.23* 84.23* 84.23* 84.23* 84.23* 84.23* 

max 90.24 85.81 85.81 85.81 85.81 85.81 85.81 

dev 0.30 0.99 0.99 0.99 0.99 0.99 0.99 

Table 8: Accuracy yielded by the J48 classifier on the Welsh dataset 

 

Table 8, presents the accuracy of a specific cardinality of the different feature selection technique for the Welsh dataset. The 

average accuracy, maximum and standard deviation for each method are presented at the end of the table.  

From Tables 2 to 8 it is clear that the Masked sequential Backward selection technique is more accurate on all the datasets 

including Alon, brain1, brain2, leukemia and Welsh. All the results are statistically significant at 99% level as depicted by a ‘*’ in 

the table values. On an average, Masked sequential backward selection method shows an improvement of +5.65% on all 

cardinalities of the feature set than the second best method on the Welsh dataset.  
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3.3. Cardinality of the Selected Feature Set 

It is the number of genes present in a particular feature set. The influence on classification accuracy of different numbers of 

selected gene was analyzed with masked sequential backward selection method and other feature selection methods. The Masked 

Sequential backward selection method was analyzed varying the cardinality of the selected feature set. The proposed method 

showed an improvement than the second best method and results are tabulated in Table 9.  

 

Features Accuracy improvement 

2 +3.08% 

4 +2.84% 

6 +2.81% 

8 +1.87% 

10 +1.79% 

12 +1.91% 

14 +1.79% 

16 +1.41% 

18 +1.11% 

20 +1.08% 

average +2.14% 

Table 9: Average accuracy improvement over the second best method on all datasets. 

 

It is evident from the Table that the Masked Backward selection method shows higher improvement for small number of selected 

features. On the other hand, as the cardinality of the selected feature set increases the performance difference decreases for all 

methods, whereas Masked Backward sequential selection shows a higher accuracy. Thus, the proposed method can perform 

independently based on the dataset characteristics because its performance is based on the data distribution.   

 

3.4. Minimum Gene Subset Definition 

It represents the minimum number of genes present in a particular subset. The performance of masked sequential backward 

selection method and other feature selection methods were tested.  

    

Dataset Greedy Set covering Max accuracy with fixed #genes 

#genes acc. time 

[sec.] 

#genes acc. time 

[sec.] 

genes acc. 

Alon 5.09 71.82% .137 4.68 70.33% 16.255 2 78.94% 

Brain1 6.33 70.23% 1.229 5.59 70.11% 938.556 20 74.49% 

Brain2 5.07 57.49% 1.927 4.62 56.52% 35.142 16 60.04% 

Leukemia 4.15 87.00% 0.529 3.82 85.89% 46.098 20 87.22% 

Srbct 6.51 1.09% 0.246 5.95 79.55% 43.956 12 82.09% 

Tumor9 10.11 27.57% 2.552 9.08 28.03% 86.382 20 33.03% 

Welsh 1.83 9.00% .163 1.83 86.06% 11.488 8 90.24% 

Table 10: Performance of the minimum gene subset selection on all datasets 

 

The classification accuracy and the execution time of the greedy and set covering techniques were compared with Masked 

Sequential Backward selection technique for a gene subset comprising of 2-20 genes. The results are tabulated in Table 9. 50 

repetitions of 4-fold cross validation was performed and the average values were computed. It can be found from the Table that 

minimum gene subset shows good performance for most of the gene set. For instance, on the Leukemia dataset, an almost 

maximum accuracy (87.00% vs 87.22%) is reached by the greedy selection using as few as 4.15 genes on average, whereas the 

maximum accuracy with a fixed subset is obtained by considering 20 genes. Independently of the dataset, the greedy minimum 

subset size is always larger than the set covering size. The greedy approach selects the gene maximizing the number of covered 

samples at each iteration. The set covering approach, instead, exploits a global optimization procedure to select the minimum 

number of genes that cover the samples. Hence, the greedy approach may need a larger number of genes to reach the best 

coverage of the training samples. This larger gene set provides a higher accuracy on most datasets, because it yields a more 

general model which may be less prone to over fitting. For instance, on the Leukemia dataset the average accuracy is 85.89% for 

the set covering approach and 87.00% for the greedy approach. The greedy algorithm is also characterized by a lower execution 

time with respect to the set covering algorithm. For example, considering the Brain2 dataset, the set covering completed in 35 

seconds, whereas the greedy took less than 2 seconds. Since the greedy technique reaches higher classification accuracy with 

lower execution time, we have selected it as the method of choice both for the Masked sequential backward selection approach 

and for all the other experiments. 

 

3.5. Classifier Bias 

The effect of the peculiarities of different classification techniques on the gene set selected by sequential backward selection has 

been analyzed by comparing classification experiments performed with three different classifiers. 

 



 The International Journal Of Science & Technoledge       (ISSN 2321 – 919X)      www.theijst.com                 

 

44                                                          Vol 2 Issue 13                                                   December, 2014 

 

# SB IG TR SM MM GI SV 

2 84.39 82.89* 80.78* 82.08* 82.14* 83.39 84.83 

4 90.81 88.67* 85.42* 88.83* 86.17* 89.81* 90.47 

6 90.75 90.89 89.31* 91.11 87.03* 91.19 90.83 

8 91.64 92.03 91.25 91.56 88.47* 92.33 91.64 

10 92.08 92.78* 91.56 92.36 89.22* 92.83* 92.25 

12 92.75 92.86 92.03 92.81 90.42* 93.00 93.19 

14 93.28 92.78 92.44* 92.47* 90.53* 92.89 93.42 

16 93.94 92.58* 92.53* 92.31* 90.58* 92.44* 94.03 

18 94.67 92.22* 92.33* 92.33* 90.44* 92.08* 94.19 

20 94.69 92.47* 92.44* 92.31* 90.61* 92.31* 94.50 

avg 91.90 91.02* 90.01* 90.82* 88.56* 91.23* 91.94 

max 94.69 92.86 92.53 92.81 90.61 93.00 94.50 

dev 2.85 2.97 3.72 3.11 2.63 2.77 2.72 

Table 11: Accuracy obtained using KNN classifier on Leukemia dataset. 

 

It is well known that different classification methods may classify the same dataset differently and produce a different 

classification performance. To know about the effect of different classification techniques on the gene set selected by Masked 

Sequential backward selection, the classification accuracy was compared with different classifiers.  Three classifiers have been 

chosen as representatives of different classification techniques: (a) for decision trees, the J48 classifier of Weka [10], (b) the 

Support Vector Machine implemented in LibSVM [11], and, (c) for the K-Nearest Neighbors approach, the IBk implementation in 

Weka [10] with K=3. For LibSVM the provided script for automatically tuning the training phase (from data scaling to parameter 

selection) has been exploited, while for the other approaches the default parameter values have been set. The experiments have 

been performed on the Leukemia dataset for different numbers of selected features.  

 

#  SB IG  TR SM MM GI  SV 

2  84.42  84.19  82.44*  82.14*  82.47* 84.64 84.61 

4  90.89  88.42*  86.33*  88.75*  86.81*  89.14*  90.36 

6  91.31  90.08*  89.11*  90.06*  86.72*  90.39  90.56 

8  91.47  90.92  90.67 90.56*  87.69*  91.14  91.11 

10  92.28  90.75*  90.81*  91.58  88.92*  90.72*  91.94 

12  92.89  91.17*  91.31*  91.39*  89.94*  91.22*  92.69 

14  93.22  91.08*  91.58*  91.14*  90.92*  91.44*  93.25 

16  93.39  91.64*  91.67*  91.97*  91.19*  91.69*  94.03 

18  93.97  92.00*  91.47*  92.08*  91.33*  92.06*  94.75* 

20  93.83  92.44*  91.67*  91.89*  91.39*  92.33*  94.72* 

avg 91.77  90.27*  89.71*  90.16*  88.74*  90.48*  91.80 

max  93.97  92.44  91.67 92.08  91.39  92.33  94.75 

dev 2.66  2.28  2.89  2.85  2.72  2.13  2.84 

Table 12: Accuracy obtained using SVM classifier on Leukemia dataset. 

 

Table 11 and Table 12 show the results for the KNN and SVM classifiers respectively, while the results for the decision tree are 

reported in Table 3. It is clear that Masked Sequential Backward Selection and the Sum of Variance (SV) methods gives the best 

performance with similarity.  Also, KNN and SVM show higher accuracy than that of the decision tree classifier. The first two 

classifiers build more robust models, which may make up for the selection of less interesting features by weighting them less in 

the model. Thus, decision trees allows better highlighting the effectiveness of different feature selection methods, because the 

quality of the selected feature set has a stronger impact on the accuracy obtained by the classifier. For this reason, we chose the 

decision tree to evaluate the quality of our feature selection method in the previous sections. 

  

3.6. Computational Cost 

The time required to classify a predefined number of genes was computed to be its computational cost. This feature was analyzed 

for sequential backward selection and other feature selection methods.  We also analyzed the computational cost of our approach. 

We compared the time required by each approach to extract a high number of features (i.e.,1000 features) from the considered 

datasets. The Masked Sequential Backward Selection algorithm proved to be as efficient as the competing feature selection 

methods. In particular, on a Pentium 4 at 3.2 GHz with 2 GByte of RAM, the time required to extract the top 1000 genes on any 

complete dataset is in the order of few seconds (e.g., less than 1 second on the Alon dataset, 3 seconds on the Brain2 dataset) and 

very similar to the time required by the other methods. 

 

4. Discussion 

We analyzed the biological information presented in literature for the genes selected by the Masked Sequential Backward 

selection technique.  
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Rank Gene ID Gene Name References 

1 Z50753 GUCA2B [12,13] 

2 H06524 GSN [14,13] 

3 J02854 MYL9 [15,16,17,18,13] 

4 K03474 AMH [19] 

5 L07032 PRKCQ [20] 

6 M63391 DES [15,16,17,18,21,13] 

7 M36634 VIP [22,18,13] 

8 R87126 MYH9 [23,18,13] 

9 M76378 CSRP1 [15,16,17,18,13] 

10 H43887 CFD [15,16,17,13] 

11 M22382 HSPD1 [15,16,17,13] 

12 X63629 CDH3 [21,13] 

13 H40095 MIFSLC2A11 [21,13] 

14 X74295 ITGA7 [17] 

15 T71025 MT1G [13] 

16 H77597 MT1G [24] 

17 J05032 DARS [18] 

18 X86693 SPARCL1 [17,18,13] 

19 M26697 NPM1 [21,13] 

20 H08393 OVGP1WDR77 [25] 

Table 13:  Top 20 genes on the Alon dataset (colon cancer) and related references. 

 

Table 13 shows the first twenty genes selected by our algorithm on the entire Alon dataset, related to colon cancer and commonly 

used for biological validation [11, 26]. Most of the previous studies have validated the majority of the genes selected by masked 

sequential backward selection technique. Specifically the gene Z50753 is related to uroguanylin precursor [12], which may 

interfere with renewal and removal of epithelial cells. This will result in formation of polyps and ultimately malignant tumours of 

the colon and rectum [12]. Similarly the down regulation of the gene H06524 along with PRKCB1 leads to activation of Protein 

Kinase C (PKC) involved in phospholipid signaling and inhibit cell proliferation and tumorigenicity [14].  

 

5. Conclusion 

The proposed method Masked Sequential Backward selection technique on microarray data allows defining and ranking minimum 

set of genes with complete coverage of the training samples. The method has been compared with other feature selection 

techniques and it is found that the proposed method gives a better accuracy. Hence, the Masked Sequential Backward selection 

approach may provide a useful tool both to identify relevant genes for tumor diseases and to improve the classification accuracy of 

a classifier. 
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