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1. Introduction 
SPEED and power consumption of on-chip interconnect network have become important in advanced CMOS technologies. The 
advances in fabrication technology allow designers to implement a whole system on a single chip, but the inherent design 
complexity of such systems makes it hard to fully explore the technology potential. Thus, the design of Systems-on-Chip (SoCs) 
is usually based on the reuse of predesigned and pre-verified intellectual property core that are interconnected through special 
communication resources that  must handle very tight performance and area constraints. In addition to those application-related 
constraints, deep submicron effects pose physical design challenges for long wires and global on-chip communication. The 
growing market for portable battery-powered devices adds a new dimension, power, to the VLSI design space, previously 
characterized by speed and area. The power consumption is related to battery life as well as costly package and heat sink 
requirements for high-end devices.  
In order to ensure the final system complies to the desired function, thermal and cost requirements, the power consumption issues 
must be addressed during the design of all subsystems in a SoC, including the interconnect structure. One problem related to 
power consumption in busses is the capacitances induced by long wires. Such problem is minimized in NoCs, since point-to-point 
short wires are used between routers. However, NoCs consumes power in routers, diminishing the apparent advantage in terms of 
power when compared to busses. The power consumption in a NoC grows linearly with the amount of bit transitions in 
subsequent data packets sent through the interconnect architecture. One way to reduce power consumption in NoCs, in both wires 
and logic, is to reduce the switching activity by means of coding schemes. 
Network-on-Chip (NoC) is generally viewed as the ultimate solution for the design of modular and scalable communication 
architectures. A NoC-based architecture for communication promises flexibility in network topology, the support of advanced 
flow-control and switching techniques, routing algorithms, and the possibility of guarantying quality-of-service requirements. For 
the bus-based architectures these advantages comes at the cost of increase in complexity which pushes the communication system 
to become one of the main elements of a SoC which strongly impact the cost, power, and performance figures of the overall 
system.  
As the number of transistors that can be placed on an IC is increasing exponentially, i.e., doubling approximately every two years. 
In 1965, Gordon Moore states that “The complexity for minimum component costs has increased at a rate of roughly a factor of 
two per year”. 
 Data encoding is often employed to decrease the number of bit transitions over interconnects. Popular methods include Bus Invert 
(BI), adaptive coding, gray coding and transition method. 
In this paper, we focus on technique aimed at reducing the power dissipated by the links and error during transmission of the 
signals. In particular we present a data encoding technique using gray code input. The result shows that by using the proposed 
encoding scheme up to 21.6% of power can be saved. 
The rest of this paper is organized as follows. We briefly discuss related works in Section II, while Section III presents an 
overview of the proposed data encoding schemes. The proposed data encoding schemes along with possible hardware 
implementations and their analysis are described in Section IV. In Section V, the results for the hardware overhead, power and 
energy savings, and performance reduction of the proposed data encoding schemes are compared with those of other approaches. 
Finally, this paper is concluded in Section VI.   
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Abstract: 
As technology varies the power dissipated by the links of a network-on-chip (NOC) due to noise increases the risk of errors in 
the communication subsystem. In this paper, we present a data encoding technique using gray code input aimed at reducing 
the errors and power dissipation by the links of an NOC. The proposed scheme uses the binary to gray conversion at the 
transmitter and gray to binary conversion at the receiver. An experimental result from both synthetic and real traffic 
scenarios shows the effectiveness of the proposed schemes which allows to save the power up to 21.6% and reduces the noise 
or error during the transmission through the encoder using Gray code. 
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2. Related Works and Contributions  
In the next several years, the availability of chips with 1000 cores is foreseen [6]. In these chips, a significant fraction of the total 
system power budget is dissipated by interconnection networks. Therefore, the design of power-efficient interconnection networks 
has been the focus of many works published in the literature dealing with NoC architectures. These works concentrate on different 
components of the interconnection networks such as routers, NIs, and links. Since the focus of this paper is on reducing the power 
dissipated by the links, in this section, we briefly review some of the works in the area of link power reduction. These include the 
techniques that make use of shielding [7], [8], increasing line-to-line spacing [9], [10], and repeater insertion [11]. They all 
increase the chip area. The data encoding scheme is another method that was employed to reduce the link power dissipation. The 
data encoding techniques may be classified into two categories. In the first category, encoding techniques concentrate on lowering 
the power due to self-switching activity of individual bus lines while ignoring the power dissipation owing to their coupling 
switching activity. In this category, bus invert (BI) [12] and INC-XOR [13] have been proposed for the case that random data 
patterns are transmitted via these lines. On the other hand, gray code [14], T0 [15], working-zone encoding [16], and T0-XOR 
[17] were suggested for the case of correlated data patterns. Application-specific approaches have also been proposed [18]–[22]. 
This category of encoding is not suitable to be applied in the deep sub-micron meter technology nodes where the coupling 
capacitance constitutes a major part of the total interconnect capacitance. This causes the power consumption due to the coupling 
switching activity to become a large fraction of the total link power consumption, making the fore mentioned techniques, which 
ignore such contributions, inefficient [23]. The works in the second category concentrate on reducing power dissipation through 
the reduction of the coupling switching [10], [22]–[29]. Among these schemes [10], [24]– [28], the switching activity is reduced 
using many extra control lines. For example, the data bus width grows from 32 to 55 in [24]. The techniques proposed in [28] and 
[29] have a smaller number of control lines but the complexity of their decoding logic is high. The technique described in [29] is 
as follows: first, the data are both odd inverted and even inverted, and then transmission is performed using the kind of inversion 
which reduces more the switching activity. In [29], the coupling switching activity is reduced up to 39%. In this paper, compared 
to [29], we use a simpler decoder while achieving a higher activity reduction. 
 

 
Table 1: Effect Of Odd Inversion On Change Of Transition Types 

 
Let us now discuss in more detail the works with which we compare our proposed schemes. In [12], the number of transitions 
from 0 to 1 for two consecutive flits (the flit that just traversed and the one which is about to traverse the link) is counted. If the 
number is larger than half of the link width, the inversion will be performed to reduce the number of 0 to 1 transitions when the 
flit is transferred via the link. This technique is only concerned about the self-switching without worrying the coupling switching. 
Note that the coupling capacitance in the state-of–the-art silicon technology is considerably larger (e.g., four times) compared with 
the self-capacitance, and hence, should be considered in any scheme proposed for the link power reduction.  
In addition, the scheme was based on the hop-by-hop technique, and therefore, encoding/ decoding is performed in each node. 
The scheme presented in [26] dealt with reducing the coupling switching. In this method, a complex encoder counts the number of 
Type I (Table I) transitions with a weighting coefficient of one and the number of Type II transitions with the weighting 
coefficient of two. If the number is larger than half of the link width, the inversion will be performed. In addition to the complex 
encoder, the technique only works on the patterns whose full inversion leads to the link power reduction while not considering the 
patterns whose full inversions may lead to higher link power consumption. Therefore, the link power reduction achieved through 
this technique is not as large as it could be. This scheme was also based on the hop-by-hop technique. 
In another coding technique presented in [25], bunches of four bits are encoded with five bits. The encoded bits were isolated 
using shielding wires such that the occurrence of the patterns “101” and “010” were prevented. This way, no simultaneous Type II 
transitions in two adjacent pair bits are induced. This technique effectively reduces the coupling switching activity. Although the 
technique reduces the power consumption considerably, it increases the data transfer time, and, hence, the link energy 
consumption. This is due to the fact that for each four bits, six bits are transmitted which increases the communication traffic. This 
technique was also based on the hop-by-hop approach. 
A coding technique that reduces the coupling switching activity by taking the advantage of end-to-end encoding for wormhole 
switching has been presented in [23]. It is based on lowering the coupling switching activity by eliminating only Type II 
transitions. In this paper, we present data encoding schemes, which focused on reducing the errors during the transition from 
transmitter to receiver which leads to the higher power saving. 
 
 
 



 The International Journal Of Science & Technoledge      (ISSN  2321 – 919X)   www.theijst.com                
 

188                                                              Vol 2 Issue 3                                                           March, 2014 
 

3. Overview of the Proposal 
The basic idea of the proposed approach is encoding the flits before they are injected into the network with the goal of minimizing 
the self-switching activity and the coupling switching activity in the links traversed by the flits. In fact, self-switching activity and 
coupling switching activity are responsible for link power dissipation. In this paper, we refer to the end-to-end scheme. This end-
to-end encoding technique takes advantage of the pipeline nature of the wormhole switching technique [4]. Note that since the 
same sequence of flits passes through all the links of the routing path, the encoding decision taken at the NI may provide the same 
power saving for all the links. For the proposed scheme, an encoder and a decoder block are added to the NI. Except for the 
header flit, the encoder encodes the outgoing flits of the packet such that the power dissipated by the inter-router point-to-point 
link is minimized [23]. 
 
4. Proposed Encoding Schemes 
In this section, we present the proposed encoding scheme whose goal is to reduce power dissipation by minimizing the coupling 
transition activities on the links of the interconnection network and to reduce errors using gray code. Fig.1 shows the block 
diagram of the proposed encoding scheme. It consists of a binary to gray converter, encoder, decoder and gray to binary converter.  
 

 
Figure 1: Block Diagram of the proposed encoding scheme 

 
The binary to gray converter is used to convert the input data to gray number since it is used to facilitate error correction in digital 
communication.  
 
4.1. Binary to Gray Converter 
The proposed Binary to Gray converter is used to convert the binary data to gray data. The reflected binary code, also known as 
Gray code is a binary numeral system where only one bit differs between two successive values. The reflected binary code was 
mainly designed to prevent spurious output from electromechanical switches. Gray codes are widely used to facilitate error 
correction in digital communications such as digital terrestrial television and some cable TV systems. 
 
4.1.1. Problem with natural binary code 
The problem with natural binary codes is that, with real (mechanical) switches, the switches will change states exactly in 
synchrony. During the transition between the two states 011 - 100, all three switches change state. When all the states are 
changing some spurious position will be read with the switches. The transition might look like 011 — 001 — 101 — 100 even 
without key bounce. When the switches appear to be in position 001, it cannot identify that the "real" position is 001, or between 
two other positions of the transitional state. If the output feeds into a sequential system (possibly via combinational logic) then the 
sequential system may store a false value. The reflected binary code solves spurious problem by changing only one switch at a 
time, so that any ambiguity of position will never occur. 
 

DECIMAL BINARY GRAY 
0 0000 0000 
1 0001 0001 
2 0010 0011 
3 0011 0010 
4 0100 0110 
5 0101 0111 
6 0110 0101 
7 0111 0100 
8 1000 1100 
9 1001 1101 

10 1010 1111 
11 1011 1110 
12 1100 1010 
13 1101 1011 
14 1110 1001 
15 1111 1000 

Table 2: 4-Bit Binary to gray converter 
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4.1.2. Conversion from binary to gray 
Gray code is a non-weighted code which belongs to a class of codes called minimum change codes. From this table we can obtain 
the equivalent gray code of the decimal values. These are the steps which will make you understand how the codes are formed. 

 In case of gray code one bit will change from its previous in each step. One thing must be kept in mind that the change of 
bit always occurs from the right side i.e., from L.S.B towards the M.S.B. For the decimal value 1 the equivalent binary 
code is 0001 when it is converted to gray code the first three bits are constant i,e., 000 and the fourth bit changes from 0 
to 1. We know that for binary digit possible combination is 0 and 1, so keeping first three bit constant the possible 
combination of 4th bit is over for decimal 0 and 1 respectively. 

 Now move to the next bit from L.S.B i.e 3rd bit, that change from 0 to 1 which is the decimal equivalent for 2. Now one 
more combination is left for the fourth bit keeping the first three digits as constant i.e 001. We can change 4th bit from 1 
to 0. Thus the gray code for decimal number 3 is 0010. 

 Traverse to the next code. Here we can do only one thing i.e., we can change the second bit as all possible combinations 
are over. But changing third bit would give the equivalent gray code 0000 which has occurred earlier. So you must 
remember that a number occurring previously must not be repeated. So the equivalent code for 4 will be 0110. Here only 
the second bit has changed from the previous code. Now again we will keep first and second bit constant and find the 
possible combinations of the third and the fourth bit by only changing 1 bit in each steps. 

 
Binary to gray code conversion is a very simple process. There are several steps to do these types of conversions. Steps given 
below elaborate on the idea on this type of conversion.  

 The M.S.B. of the gray code will be exactly equal to the first bit of the given binary number. 
 Now the second bit of the code will be exclusive-or of the first and second bit of the given binary number, i.e if both the 

bits are same the result will be 0 and if they are different the result will be 1. 
 

 
Figure 2: Binary to Gray Conversion 

 
 The third bit of gray code will be equal to the exclusive-or of the second and third bit of the given binary number. Thus 

the Binary to gray code conversion goes on. One example given below can make your idea clear on this type of 
conversion. 

 
The most significant bit (MSB) in Gray is taken directly from the MSB in binary. The rest of the Gray bits comes from a XOR 
operation between the precedent binary bit (b(i-1)) and the current binary bit (b(i)). In the case shown in the figure above: 
G(3) = B(3) 
G(2) = B(2) XOR B(3) 
G(1) = B(1) XOR B(2) 
G(0) = B(0) XOR B(1) 
 

 
Figure 3: Logic diagram of Binary to Gray 
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4.2. Digital Encoding & Decoding Scheme 
An encoder is a device, circuit, transducer, software program, algorithm or person that converts information from one format or 
code to another, for the purposes of standardization, speed, secrecy, security or compressions. A simple encoder circuit can 
receive a single active input out of 2n input lines generate a binary code on n parallel output lines. It is one of the basic elements 
of any digital communication system 

 

 
Figure 4: Digital Encoding & Decoding Scheme 

 
The information sequence is passed through the channel encoder. The purpose of the channel encoder is to introduced, in 
controlled manner, some redundancy in the binary information sequence that can be used at the receiver to overcome the effects of 
noise and interference encountered in the transmission on the signal through the channel.  
A decoder is a device which does the reverse operation of an encoder, undoing the encoding so that the original information can 
be retrieved. The same method used to encode is usually just reversed in order to decode. It is a combinational circuit that converts 
binary information from n input lines to a maximum of 2n unique output lines. The sequence of numbers passes through the 
channel decoder in communication system which attempts to reconstruct the original information sequence from the knowledge of 
the code used by the channel encoder and the redundancy contained in the received data. The encoder and decoder are responsible 
for implementing the tolerance against transient faults. 
 
4.3. Gray to Binary Converter 
 

 
Figure 5: Gray to Binary conversion 

 
B(0) = G(0) 
B(1) = B(0) XOR G(1) 
B(2) = B(1) XOR G(2) 
B(3) = B(2) XOR G(3) 
B(4) = B(3) XOR G(4) 
 
Gray code to binary conversion is again very simple and easy process. Following steps can make your idea clear on this type of 
conversions. 

 The M.S.B of the binary number will be equal to the M.S.B of the given gray code. 
 Now if the second gray bit is 0 the second binary bit will be same as the previous or the first bit. If the gray bit is 1 the 

second binary bit will alter. If it was 1 it will be 0 and if it was 0 it will be 1.  
 This step is continued for all the bits to do Gray code to binary conversion.  

The M.S.B of the binary will be 0 as the M.S.B of gray is 0. Now move to the next gray bit. As it is 1 the previous binary bit will 
alter i.e it will be 1, thus the second binary bit will be 1. The third bit of the gray code is again 1 thus the previous bit i.e the 
second binary bit will again alter and the third bit of the binary number will be 0. Now, 4th bit of the given gray is 0 so the 
previous binary bit will be unchanged, i.e 4th binary bit will be 0. Now again the 5th grey bit is 1 thus the previous binary bit will 
alter, it will be 1 from 0. 
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Figure 6: Logic diagram of Gray to Binary 

     
5. Results and Discussion  
 
5.1. Conversion Analysis  
The binary and gray conversions were designed in Verilog HDL described at the RTL level, synthesized with synopsis design 
compiler and mapped onto an UMC 65-nm technology library. In our study, the area and power of the proposed encoder is 
compared against existing encoder scheme I, scheme II, and scheme III. 
 

 
Figure 7: Dataflow diagram of Decoded data 

 
5.2. Data Analysis 
The 8 bit Input data of 00001111 is encoded and sent through communication channel and decoded at the receiver without any 
errors and noise. 
 

  
Figure 8: Dataflow diagram of Encoded data Decoder 

Figure 9: Dataflow diagram of Decoded data 
 
5.3. Power Versus Performance 
The trade-off between the reduction of the average power dissipation of the communication system with the completion time (i.e., 
the amount of the time needed to drain a given amount of traffic volume) is an important characteristic of the system. The 
percentage increase of completion time is defined as the percentage increase of the time needed to drain a given amount of traffic. 
The characteristic for each encoding scheme has been plotted.  
 

S.No Parameters Encoding 
Schemes 

Proposed 
Scheme 

1. Device 5M40Z 5M40Z 
2. Clocks 1.48 1.48 
3. ICCPOWERUP 40.0 40.0 
4. ICCIO 0.08 0.04 
5. PSTANDBY 0.04 0.04 
6. PTOTAL 2.16 2.05 

Table 3: Power Versus Performance 
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6. Conclusion 
In this paper, we have presented a set of new data encoding schemes aimed at reducing the power dissipated by the links of a 
NoC. In fact, links are responsible for a significant fraction of the overall power dissipated by the communication system. In 
addition, their contribution is expected to increase in future technology nodes. As compared to the previous encoding schemes 
proposed in the literature, the rationale behind the proposed schemes is to minimize not only the switching activity, but also (and 
in particular) the coupling switching activity which is mainly responsible for link power dissipation in the deep sub-micronmeter 
technology regime. The proposed encoding schemes are agnostic with respect to the underlying NoC architecture in the sense that 
their application does not require any modification neither in the routers nor in the links. An extensive evaluation has been carried 
out to assess the impact of the encoder and decoder logic in the NI. The encoders implementing the proposed schemes have been 
assessed in terms of power dissipation and silicon area. The impacts on the performance, power, and energy metrics have been 
studied using a cycle- and bit accurate NoC simulator under both synthetic and real traffic scenarios. Overall, the application of 
the proposed encoding schemes allows savings up to 21.6% of power dissipation and reduces the error during transmission 
without any significant performance degradation. 
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