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1. Introduction 
AS the Web keeps expanding, the number of pages indexed in a search engine increases correspondingly With such a large 
volume of data, finding relevant information satisfying user needs based on simple search queries becomes an increasingly 
difficult task. Queries submitted by search engine users tend to be short and ambiguous. A study by Jansen et al. [20] found that 
the average query length on a popular search engine was only2.35 terms. These short queries are not likely to be able to precisely 
express what the user really needs. As a result  lots of pages retrieved may be irrelevant to the user needs because of the 
ambiguous queries. On the other hand, users may not want to reformulate their queries using more search terms, since it imposes 
additional burden on them during searching. To improve user’s search experience, most major commercial search engines provide 
query suggestions to help users formulate more effective queries. When a user submits a query, a list of terms that are 
semantically related to the submitted query is provided to help the user identify terms that he/she really wants, hence improving 
there trivial effectiveness. Yahoo’s “Also Try” [6] and Google’s“ Searches related to” features provide related queries frorn 
barrowing search, while Ask Jeeves [1] suggests both more specific and more general queries to the user. Unfortunately these 
systems provide the same suggestions to the same query without considering users’ specific interests. 
In this paper, we propose a method that provides personalized query suggestions based on a personalized concept-based clustering 
technique. The motivation of our research is that queries submitted to a search engine may have multiple meanings. For example, 
depending on the user, the query “apple” may refer to a fruit, the company Apple Computer or  the name of a person, and so forth. 
Thus, providing personalized query suggestion (e.g., users interested in “apple”  as a fruit get suggestions about fruit, while users 
interested in “apple” as a company get suggestions about the company’s  products)  certainly helps users formulate more effective 
queries according to their needs. 
Our approach consists of the following four major steps. First, when a user submits a query, concepts (i.e., important terms or 
phrases in web-snippets) and their relations are mined  online  from  web-snippets  to  build  a  concept relationship graph. 
Second, click througharecollected to predict user’s conceptual preferences. Third, the concept We conduct experiments to evaluate 
different methods  and  show  that  our  concept-based  two-phase clustering  method    yields  the     best     precision  and  recall. 
The rest of this paper is organized as follows: In Section 2, we compare our method with other similar approaches. We also  
discuss  some  works  related  to  concept  mining.  In Section 3,  we  review  BB’s  algorithm,  which  is  also  an effective  
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Abstract: 
A major problem of current Web search is that search queries are usually short and ambiguous, and thus are insufficient for 
specifying the precise user needs. To alleviate this problem, some search engines suggest terms that are semantically related 
to the submitted queries so that users can choose from the suggestions the ones that reflect their information needs. In this 
paper, we introduce an effective approach that captures the user’s conceptual preferences in order to provide personalized 
query suggestions. We achieve this goal with two new strategies. First, we develop online techniques that extract concepts 
from the web-snippets of the search result returned from a query and use the concepts to identify related queries for that 
query. Second, we propose a new two phase personalized agglomerative clustering algorithm that is able to generate 
personalized query clusters. To the best of the authors ’knowledge, no previous work has addressed personalization for 
query suggestions. To evaluate the effectiveness of our technique, a Google middleware was developed for collecting click 
through data to conduct experimental evaluation. Experimental results show that our approach has better precision and 
recall than the existing query clustering methods. 
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technique  in  personalized  query  clustering.  In Section 4,  our  concept  mining  method  for  extracting concepts from web-
snippets is presented. In Section 5, we adapt BB’s algorithm to our concept-based approach. We further  extend  the  concept-
based  BB’s  algorithm  to  a personalized  clustering  algorithm  by  utilizing  the  user concept preference profiles. Experimental 
results comparing  BB’s  algorithm  with  our  methods  are  presented  in Fig. 1. The general process of concept-based clustering 
 

 
 
 
Fig. 1 shows  the  general  process  of  our approach. To  evaluate  the  performance  of  our  approach,  we 
developed  a  Google  middleware  for  click through  data collection.2  Users were invited to test our middleware with 
test queries selected from a spectrum of topical categories. We evaluate the performance of our approach using the 
standard recall-precision measures. Beefer man and Berger’s agglomerative clustering algorithm  [11]  (or simply called 
BB’s  algorithm  in  this  paper)  is  used  as  the  baseline  to compare  with  our concept-based  approach .Our  
experimental results show that the average precision at any recall level is better than the baseline method. 
 
2. BB’S Graph-Based Clustering Algorithm 
In BB’s graph-based clustering [11], a query-page bipartite graph  is  first  constructed  with  one  set  of  the  nodes 
corresponding  to  the  set  of  submitted  queries,  and  the other corresponding to the sets of clicked pages. If a user 
clicks on a page, a link between the query and the page is created on the bipartite graph. After obtaining the bipartite 
graph,  an  agglomerative  clustering  algorithm  is  used  to discover  similar  queries  and  similar  pages. 
The example in Fig. 2 helps illustrate this scenario. To compute the similarity between queries or documents on a 
bipartite graph, the algorithm considers the overlap of their  neighboring  vertices  as  defined  in  the  following 
equation: 
 

 
 
where NðxÞ is the set of neighboring vertices of x, and NðyÞ is  the  set  of  neighboring  vertices  of  y.  Intuitively,  the 
similarity  function  formalizes  the  idea  that  x  and  y  are similar  if  their  respective  neighboring  vertices  largely 
overlap and vice versa. 

 
 
where Lðx; yÞ is the set of links connecting x and y to the same vertices, LðxÞ and LðyÞ are all the links connecting to x 
and y, respectively, and jLð Þj is the cardinality of Lð Þ. Applying  the  similarity  function,  we  get  a  similarity score  of  
1;010=2;020 ¼ 1=2  for  simðq1 ; q2 Þ  in  Fig.  3a,  and similarity  score  of 1;010=3;010 ¼ 1=3 for  simðq1 ; q2 Þ  in 
Fig. 3b.  Note  that  the  score  for  simðq1 ; q2 Þ  in  Fig.  3a  is higher  than  that  in  Fig. 3b,  because  most  people  are 
selecting document d1  in Fig. 3b, and the links between q1 and  d2 can  be  considered  as “noise.” Therefore, it is 
reasonable to assign a lower score to simðq1 ; q2 Þ in Fig. 3b. Using the noise-tolerant similarity function, the similarity 
between  two  vertices always lies between [0,1]. The similarity for two vertices is  0, if they share no common 
neighbor, and the similarity between two vertices is  1, if they have exactly the same neighbor vertices. It is noted 
that noise elimination by itself is a difficult problem  since  it  requires  complex  inference  rules  to distinguish 
the informative from the erroneous clicks. 
 
3. Concept-Based Clustering 
Using the concepts extracted from web-snippets, we proposetwo  concept-based  clustering  methods.  We  first  extend 
BB’s algorithm to a concept-based algorithm in Section 5.1. In  Section 5.2,  the  concept-based  algorithm  is  further 
enhanced to achieve effective personalized clustering. Clustering on Query-Concept Bipartite Graph We  now  describe  
our  concept-based  algorithm (i.e., BB’s  algorithm  using  query-concept  bipartite  graph)  for clustering similar 
queries. Similar to BB’s algorithm, our technique  is  composed  of  two  steps:  1) Bipartite  graph construction using 
the extracted concepts and  2) agglomerative clustering using the bipartite graph constructed in step  1. 
Using the extracted concepts and click through data, the first step of our method is to construct a query-concept 
bipartite graph, in which one side of the vertices correspond to  unique  queries,  and  the  other  corresponds  to  unique 
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concepts. Algorithm 1 Bipartite Graph Construction Input: Algorithm 1 Bipartite Graph Construction Input: Click 
through data CT , Extracted Concepts E Output: A Query-Concept Bipartite Graph G 

 Obtain the set of unique queries Q ¼ fq1 ; q2 ; q3 . . .g from CT 
 Obtain the set of unique concepts C ¼ fc1 ; c2 ; c3 . . .g from E 
 Nodes ðGÞ ¼ Q [ C where Q and C are the two sides in G  
 If the web-snippet s retrieved using qi  2 Q is clicked by a user, create an edge e ¼ ðqi ; cjÞ in G, where cj  is a 

concept appearing in s. 
 

 
 
After the bipartite graph is constructed, the agglomerative  clustering  algorithm is  applied to  obtain clusters of 
similar  queries  and  similar  concepts. We present the details in Algorithm 2.Algorithm 2 Agglomerative Clustering 
Input: A Query-Concept Bipartite Graph G Output: A Clustered Query-Concept Bipartite Graph Gc 

 Obtain the similarity scores for all possible pairs of queries in G using the noise-tolerant similarity function 
given in (2). 

 Merge the pair of queries ðqi ; qjÞ that has the highest similarity score. 
 Obtain the similarity scores for all possible pairs of concepts in G using the noise-tolerant similarity function 

given in (2). 
 Merge the pair of concepts ðci ; cjÞ that has the highest similarity score. 
 Unless termination is reached, repeat steps 1-4.The terminating condition for BB’s algorithm is when all  

connected  components  in  Gc   satisfy  the  following conditions: 
However, this terminating condition possibly generates a single  big  cluster  of  queries  and  a  single  big  cluster of 
concepts because having the similarity threshold set to zero means that two queries (concepts) would be assigned to the 
same  cluster  even  if  they  have  only  a  tiny  fraction  of overlapping concepts (queries). To resolve this problem, we 
apply  higher  similarity  thresholds,  which  have  been observed  from  our  experiments  to  yield  high  precision 
and recall: 
 
4. Personalized Concept-Based Clustering 
We  now  explain  the  essential  idea  of  our personalized concept-based clustering algorithm with which ambiguous 
queries  can  be  clustered  into  different  query  clusters. Personalized effect is achieved by manipulating the user 
concept preference profiles in the clustering process. 
Algorithm 3 Personalized Agglomerative Clustering Input: A Query-Concept Bipartite Graph G Output: A 
Personalized Clustered Query-Concept Bipartite Graph Gp 
// Initial Clustering 

 Obtain the similarity scores in G for all possible pairs of queries using the noise-tolerant similarity function 
given in (2). 

 Merge the pair of most similar queries ðqi ; qjÞ that does not contain the same queries from different users.  
 Obtain the similarity scores in G for all possible pairs of concepts using the noise-tolerant similarity function 

given in (2). 
 Merge the pair of concepts ðci ; cjÞ having highestsimilarity score. 
 Unless termination is reached, repeat steps 1-4. // Community Merging 
 Obtain the similarity scores in G for all possible pairs of queries using the noise-tolerant similarity function   

given in (2). 
 Merge the pair of most similar queries ðqi ; qjÞ that contains the same queries from different users.  

 
5. Experimental Results 
In this section, we evaluate the performance of the proposed clustering methods for obtaining related queries using user 
Click through. In Section  6.1, we first describe the experimental setup for collecting the required click through data. In 
Section 6.2, we compare the performance of BB’s algorithm using query-URL, query-word, and query-concept bipartite 
graphs (or simply called the QU, QW, and QC methods). In Section 6.3, we evaluate the effectiveness of our proposed 
personalized concept-based clustering (or simply called the P-QC method). In Section  6.4, we discuss the algorithmic 
complexities based on the related parameters. 
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Fig.9 shows  the  precision-recall  figures  of  P-QC methods. The solid line is the precision-recall graph if only initial 
clustering is performed. We can observe that recall is max  out  at  0.62.  The  other  three  lines  illustrate  how 
community  merging  can  further  improve  recall  beyond the limit of initial clustering. The drop of precision is due 
to easy merging of identical queries from different users, thus generating a single big cluster without 
personalization benefit When  initial  clustering  is  switched  to  community merging at the optimal point  (see 
the white-circle graph in  Fig. 9), community  merging  clearly  boosts  up the precision-recall envelop, which 
means that both precision and recall achieved in initial clustering are improved. This indicates that community 
merging is successful in choosing query clusters with identical queries from different users for merging. 
 

 
 
 
Finally,  when  the  switching  from  initial  clustering to community merging is performed later than the optimal 
point, we can observe that recall is increased but precision is lowered, which is a typical phenomenon resulted from 
the conflicting nature of precision and recall. The behavior is due to the fact that overly merged clusters from initial 
clustering are further merged in community merging (see the dark-box graph in Fig. 9), thus further lowering the low 
precision generated in initial clustering. Figs. 10 and 11 show the change of precision and recall when performing P-
QC method. In Fig. 10, we observe that the precisions generated by community merging are slightly lower than those 
generated  by  initial  clustering because some unrelated queries can be wrongly merged in community  merging. In 
order to further justify our choice of the parameters used in P-QC, we show in Table 10 different terminating 
values near the optimal point for initial  clustering and community merging in the second experiment.  
 
6. Conclusion 
As  search  queries  are  ambiguous,  we  have  studied effective  methods  for  search  engines  to  provide query 
suggestions  on  semantically  related  queries  in  order  to help users formulate more effective queries to meet their 
diversified needs. In this paper, we have proposed a new personalized  concept-based  clustering  technique  that  is 
able to obtain personalized query suggestions for individual  users  based  on  their  conceptual  profiles.  The 
technique makes use of click through data and the concept relationship graph mined from web-snippets, both of 
which can be captured at the back end and as such do not add extra burden to users. Our experimental results 
confirm that our approach can successfully generate personalized query suggestions according to individual user 
conceptual needs.  Moreover, it improves prediction accuracy and computational cost compared to BB’s 
algorithm, which is the state-of-the-art technique of query clustering  using  click through  for  the  similar 
objective. 
There are several directions for extending the work in the future. First, instead of considering only query-concept 
pairs  in  the  click through  data,  we  can  consider  the relationships  between  users,  queries,  and  concepts  to 
obtain more personalized and accurate query suggestions. Second, click through data and concept relationship graphs 
can be directly integrated into the ranking algorithms of a search  engine  so  that  it  can  rank  results  adapted  to 
individual users’ interests. 
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