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1. Introduction 
MPLS (Multi-Protocol Label Switching) [1] is an evolving technology  that  facilitates  several  problems  in  the  Internet,such as 
routing performance, speed, and traffic engineering. MPLS  provides  mechanisms  in  IP  backbones  for  explicit routing using 
Label Switched Paths (LSPs), encapsulating the IP  packet  in  an  MPLS  packet.  MPLS  network  combines  a label-swapping 
algorithm, similar to that used in ATM, with  
network layer routing. A label is a short, fixed-length identifier that is used to forward packets. In MPLS network, the FEC 
(Forward Equivalence Class) assignment is done just once at the ingress router. The FEC to which the packet is assigned is 
encoded into a label. The packets are labeled before they are  
forwarded  between  LSRs  (MPLS  core  routers  called  Label Switched Routers). In this basic procedure all packets which 
belong to a particular FEC and which travel from a particular  
node will follow the same path or LSP to the destination or the egress router, without regard to the original IP packet header 
information. 
 

 
Figure 1: Label Switching Block Diagram 

 
Fault tolerance is an important QoS factor that needs to be considered to maintain network survivability. It is the property of a 
system that continues to operate the network properly in the event of failure of some of its parts. MPLS network is very vulnerable  
to  failures  because  of  its  connection  oriented architecture.  In  this  paper,  we  review  and  discuss  different approaches 
proposed recently in literature to provide MPLS  
fault  tolerance.  We  focus  our  analysis  on  three  important factors, network resource utilization, recovery time, and packet 
loss.The second goal of this paper covers the security issue in MPLS networks. Security considerations in MPLS networks have 
not been discussed thoroughly until recent demands for security  have  emerged  by  most  providers  and  researchers. MPLS  
security  has  been  mostly  considered  from  the  VPN point  of  view.  However,  data  confidentiality,  integrity,  and 
origin authentication in MPLS networks are still main security issues  under  discussion  by  many  research  groups.  In  other 
words, there is no guarantee to users that packets do not get 
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read or corrupted when in transit over the MPLS core. MPLS as such does not provide any of the above services. 
It is important to understand that a service provider has the technical possibility to sniff data, and users can either choose to trust   
the   service   provider(s)   not   to   use   their   data inappropriately, or they can use  mechanisms  to encrypt  the traffic  over  
MPLS  core.  This  paper  discusses  most  recent research proposals in literature on MPLS security combined with an analysis 
and comparisons of different approaches. 
 
2. Placement of Recovery Path 
After the computation of recovery path or if the path is pre-computed by protection switching technique, path can be place locally 
or globally.Local Repair, in local recovery,the recovery path selection or switching is done by a label switch router(LSR), which 
is nearest to the failed router or link. The main function of local repair is to fix the problem at the point of failure or within a very 
short distance from the failure for minimizing total packet loss and recovery time. 
In other words local repair aims to protect against a link failure or neighbour node failure and to minimize the amount of time 
required for propagation of failure signal [30, 31]. If a repair can be performed local to the device that detects the failure, 
restoration can be achieved faster. 
In local repair, the immediate upstream LSR of the failure is the LSR that initiates the recovery operation 
effectively  control  the  network  resource  utilization.  The proposed scheme consists of the maximally disjoint multi-path 
configuration  and  the  traffic  rerouting  mechanism  for  fault recovery. The authors use the linear programming formulation 
Seok et al. proposed in [7] a fault tolerant multi-path traffic 
to configure the maximally disjoint multi-path and the traffic rerouting solution. So  when  the statistical traffic demand is known 
between a source LSR and a destination LSR, then the traffic   engineering   can   be   applied   with   the   following objectives:  
set  all  LSPs  configuration  in  order  to  find  
maximally  disjoint  paths  for  each  node  pair,  subject  to minimization of the maximum of link utilization. When some link 
failures are detected, the proposed mechanism routes the traffic flowing on the failed LSPs into available LSPs.The 1+1 “one plus 
one” protection discussed in [3, 8, and 9]  can  provide path  recovery  without  packet  loss  or delay. However, the resources are 
dedicated for the recovery of the 
working traffic, and resources may not be used for anything else.  The  resources (bandwidth,  buffers,  and  processing capacity) 
on the recovery path are fully reserved, and carry the same traffic as the working path. Selection between the traffic on the 
working and recovery paths is made at the path merge LSR (PML). 
Reference [10]  provides  a  scheme  that  guarantees  to continue  the  network  operation  with  no  packet  loss  and recovery   
delay,   and   with   reasonable   network   resource utilization. The key idea behind this scheme is to divide an IP packet  entering  
MPLS  network at  the  ingress  router  into  n shares. Using the Threshold Sharing Scheme in [11], the egress router should 
receive k shares when using a  (k, n) threshold 
sharing level to be able to reconstruct the original IP packet. The generated MPLS packets or shares should be allocated to at least 
k maximal disjoint Label Switched Paths  (LSPs) in order to make every path or LSP independent from each other. The paper by 
Virk et al. [12] presents an economical global protection  frame  work  that  is  designed  to  provide  minimal involvement of 
intermediate LSRs, reduction in the number of 
PSLs (Label Switched LSRs) responsible to switch the traffic from failed working path to the backup path), fast and cost effective  
fault  notification.  The  proposed  scheme  uses  a directory service that  is logically centralized  and physically distributed 
database to provide a fast lookup of information. 
In the following discussion we can summarize the main issues in MPLS fault tolerance: 
It is generally noticed that whenever path protection is required, then redundancy in network resources has to occur. In other 
words, the capacity share allocation is an important factor that has to be considered. 
The recovery time delay in most techniques exists and varies  from  one  approach  to  another.  The  recovery time can be affected 
by the network topology and the recovery technique used. The location of link or node failure affects the recovery time. 
The packet loss factor is also exists in most techniques and  varies  between  one  approach  and  another.  The time  needed  to 
detect a  node  or link failure causes packets to be dropped unless the recovery techniques use some buffering mechanisms to 
reduce the number of  dropped  packets.  However,  this  will  result  in complex  recovery  methodology  such  as  increasing 
overhead and packet reordering. 
Global Repair, in global recovery the alternative backup path selection is done by Protection Switch LSR. There is an alternative 
LSP that is pre-established or computed dynamically from ingress to egress routers. Ingress router is the entry point of MPLS 
network and Egress router the end point of MPLS Network. In other words global repair protect against any link or node failure 
on a path or on a segment of a path. In global repair the Point of Repair (POR) is distant from the failure and needs to be notified 
by a FIS [6, 12]. 
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Figure2: Path restoration example 

 
Recovery path is completely disjoint from the working path. This has the advantage that all links and nodes on the working path 
are protected by a single recovery path and having the disadvantage that a FIS has to be propagated all the way back to the ingress 
LSR before recovery can start 
The paper by Haskin et al. [4] introduced a simple method for setting an alternative LSP with the objective to provide a single 
failure protection for fast restoration. The traffic stream flowing  through  a  working  path  from  the  ingress  router towards the 
egress router is protected by an alternative path. In Fig.  1, if LSR4 fails, the traffic in working path is rerouted along the backup 
path, LSR 3-2-1-5-6-7-8-9. The backup path is comprised of two segments. The first segment is established between  PML 
(Protection  Merging  LSR)  and  the  PIL(Protection  Ingress  LSR)  in  the  reverse  direction  of  the working path. The second 
segment is built between PIL and PML along an LSP that does not utilize any working path.  
Haskin  Scheme  has  lower  packet  loss  rate  compared  to Huang’s scheme because it has two backup path segments [5]. The 
paper by Buddhikot et al. [6] addresses the problem of distributed routing of restoration paths, which can be defined as follows:  
given  a  request  for  a  bandwidth  guaranteed  LSP  
between two nodes, find a primary LSP, and a set of backup LSPs that protect the links along the primary LSP. A routing 
algorithm  that  computes  these  paths  must  optimize  the restoration latency and  the amount  of bandwidth used.  The authors 
introduce the concept of  “backtracking” to bind the  
restoration latency. In other words, it provides algorithms that offer a way to tradeoff bandwidth to meet a range of restoration 
latency requirements. 
To summarize, it is seen from the previous related work in MPLS  fault  tolerance  that  recovery  time,  packet  loss  and 
bandwidth utilization are the main service parameters for real-time  traffic.  However,  most  of  the  approaches  in  literature 
focus on reducing working and recovery bandwidth utilization  
while considering the recovery delay. There is no scheme that can  provide  path  protection  with  no  packet  loss  and  no 
recovery delay except the 1+1 protection at the cost of 100%  
redundant bandwidth reservation, and the approach presented in references [10, and 23] which have the same characteristics of  
the 1+1  protection  scheme  but  with  better  bandwidth utilization. Also, the disperse routing approach [31] can handle single 
failures with lower redundant bandwidth but requires to  
know the location of the failure. 
 

 
Table 1: Redundant bandwidth required for (1: 3), (1+1) and 

our (3, 4) TSS approach 
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A comparison of bandwidth utilization   between   the   simple (1:   N)   protection, 1+1protection, and the proposed work in 
reference  [23] can be summarized as shown in Table 1. 
 
3. MPLS Security 
MPLS network has security advantage as it offers VPN functionality  by  traffic  separation.  Traffic  engineering  in MPLS is one 
of the most commonly advertised features which drives a number of service providers and maintainers of large corporate   
network   infrastructures   towards   MPLS-based configurations [16]. Even though security is one of the promises of MPLS, it 
must  be  noted  that  configuration  mistakes  can  still  have detrimental effects. In addition, MPLS suffers from a number  
of security issues as soon as an attacker successfully penetrates the core. 
 
3.1. Security issues in MPLS 
In  MPLS  VPNs  built  over  MPLS  infrastructure,  it’s relatively trivial for egress PEs (Provider Edge routers) to trust packet 
originators because packets arrive using encapsulations and proper PE- advertised tunnel labels. 
in place to protect the Label Distribution Protocol of choice within the MPLS network: 
Availability:   the   idea   of   not   accepting   Label Distribution   protocol   updates   from   unauthorized 
clients  is  also  relevant  to  Availability,  since  a malicious  collaboration  could  redirect  traffic  flows 
inside the core by making bogus updates. Such updates should only be accepted from authorized members in 
the MPLS domain. 
 
3.2. Related work   and discussion on MPLS security issues 
The  following  discussion  provides  some  of  the  recent proposals  in  literature  for  MPLS  security  followed  by  a discussion 
and critique. Behringer et al. [16] discussed MPLS VPN security. The  
authors present a practical guide to hardening MPLS networks. They assumed “zones of trust” for MPLS VPN environment. The  
main  assumption  was  to  assume  core  MPLS  routers (LSRs) to be trusted or secure. This assumption led to some security 
concerns such as VPN data confidentiality. There is no 
guarantee to VPN users that packets do not get read or sniffed when they are in transit over the MPLS core. MPLS as such does 
not provide a mechanism for encrypting the data. The authors left the issue of securing MPLS core routers (if they are not trusted) 
as an open issue for more discussion. The paper by Ren et al.  [17] presents an implementation and  analysis  of  MPLS  VPN  
based  on  IPSec.  The  authors  
concluded that if CA (Certificate Authority), IKE (Internet Key Exchange) and IPSec are used, the security level of the VPN is 
higher but this will cost a lot of system resources. Another  study by T.  Saad  et  al.  [15]  has  discussed  the effect of MPLS-
based tunnels on end-to-end virtual connection service and security.   The study shows that applying IPSec in MPLS-based 
tunnels reduces overall throughput of TCP flow  
and adds more overhead. A cryptographic protocol to protect MPLS Labels was proposed by Barlow et al. [18]. The design 
applies simple encryption technique on labels to prevent header  modification.    The    protocol    does    not    provide    data 
confidentiality. Chung et al. [14] proposed a method for RSA 
algorithm suitable for multi-path topology. It was mentioned that the algorithm can be applied to MPLS networks however the 
details are not provided. Network  operators  should  ensure  that  all  devices  and  
interfaces   that   are   accessible   by   customers   should   be adequately  hardened  with  respect  to  security to  ensure  that 
excessive  information  leakage  associated  with  the  network infrastructure is minimized. Multi-path  routing  has  been  mainly  
used  to  improve network  performance  by  providing  multiple  paths  between source-destination pairs. Multi-path routing has a 
potential to aggregate bandwidth on various paths, allowing a network to support data transfer rates higher than what is possible 
with any single  path [14  and 21].  There  have  been  few  works investigating the use of multi-path routing to improve MPLS 
network security. 
In  reference [21],[25]  this  paper  proposes  a  mechanism  to enhance the security in MPLS networks by using multi-path routing  
combined  with  a  modified  (k,  n)  Threshold  Secret Sharing scheme. An IP packet entering MPLS ingress router can be 
partitioned into n shadow  (share) packets, which are  
then  assigned  to  maximally-node  disjoint  paths  across  the MPLS network. The egress router at the end will be able to 
reconstruct the original IP packet if it receives any k share packets. The attacker must therefore tap at least k paths to be able  to  
reconstruct  the  original  IP  packet  that  is  being  transmitted, while receiving k-1 or less of share packets makes it hard or even 
impossible to reconstruct the original IP packet. From a network point of view, if the whole message follows the same path to the 
destination, the chance of risk that an attacker could intercept all information in the message is large.  
However by using a multi-path routing protocol combined with (k, n) Threshold Secret Sharing scheme makes it hard for the 
attacker  to  intercept  all  the  information.  This  procedure requires the attacker to compromise at least k different nodes on k 
disjoint paths (here two paths are considered independent if no shared nodes exist between a source and destination) to be able to 
reconstruct the original IP. From the previous discussion on related work of MPLS security  we  notice  that  most  of  the  
research  proposals  
concentrate on MPLS-VPN point of view. In other words, the domain  of a  MPLS  network is  assumed  to be trusted. The 
security control measurements are mainly applied to MPLS-VPN edge routers. It is also seen that the application of IPSec to 
provide confidentiality and integrity of data inside MPLS domain is accompanied by significant overhead. It is important to  take  
into  account  not  to  reduce  the  performance  of  the MPLS network such as high speed networking when applying security 
protocols. The security of the MPLS domain may not always be assumed to be trusted. Therefore, in this thesis we tackle this case 
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where we assume that the MPLS domain is not trusted. It is worth to note that the MPLS security subject is  
still a work in progress in IETF MPLS Working Group. 
Finally, network operators should maintain devices within the core infrastructure at the most recent security patch level, as new 
vulnerabilities are constantly discovered in software and hardware.  Vulnerabilities might  also  be  identified  within MPLS  
switches  even  though  they  might  affect  non-MPLS functionality  of  the  same  device.  However,  it  should  be mentioned  
that  when  providing  more  security  solution,  this should  not  be  on  the  price  of  MPLS  architecture.  In  other words,  
attention  should  be  paid  to  the  fact  that  the  more complex an MPLS infrastructure becomes, the more protocols are likely to 
be involved which tends as a result to make MPLS networking a classical IP-based network. 
 
4. Conclusions 
This paper provides an overview of  faster convergence by the help of FRR and also provider the overview how we can use the 
links bandwidth which are under utilized by the help  of RSVP. For security point of view in mpls we are using LSP for lable 
switching so that core is not aware about the actual traffic it will only look in to the label and forward the packet and we are also 
using the vrf concept by which we can make routing  table isolated for more than two customer in a single device . 
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