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1. Introduction 
The most interesting feature in Teradata is  the concept of Parsing Engine and AMPs and how they communicate effectively with 
each other with the help of a BYNET.Teradata is the only data warehouse where data is loaded in parallel, retrieved in parallel and 
backed up in parallel.The parallel processing works by simultaneously fetching the rows of the table from the AMPs. The Parsing 
Engine which is the optimiser makes the optimum query plan and submits the plan across the AMPs for fetching the data. The 
query plan includes whether the data needs to be fetched based on Index or full-table scan, what join operations need to be applied 
and the approximate time in which query will complete and thus the Parsing Engine is said to be the brain of Teradata.Also 
Teradata is dynamic as it can fetch data from other database systems such as Hadoop easily with the help of its utilities. The only 
thing that needs to be done is firing a simple ‘select’ query on the Teradata system. 
 
2.Architecture 
Teradata provides customers a centrally located architecture. 
 

 
Figure 1: Architecture 
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Abstract:   
The data is constantly increasing and thus accommodating huge amount of data and faster processing of data has become 
a must.Oracle RDBMS can help to a certain extent but its sequential processing limits its processing power. In the business 
environment data has to be delivered to customers on time so when we deal with large scale data warehouses it’s a must 
that processing power is high. The Teradata RDBMS was designed to eliminate the technical pitfalls of data warehousing 
with parallel processing as one of its outstanding features. It was designed to perform parallel processing and to store 
terabytes of data thereby making it efficient and one of the fastest data warehouses to work with. Also it has the unique 
feature of prioritizing a query if it is required to be completed on urgent basis. Teradata also has the ability to fetch data 
from other databases like Hadoop and Aster without any overhead and without impacting the Teradata system. 
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Working :- 
Whenever the user will fire a query it wil go through the following steps:- 

 The Parsing Engine checks the syntax and then the security and comes up with a plan for the AMPs. The PE 
communicates with the AMPs across the BYNET. The data is then fetched from the AMPs and back to the user. 

 AMPs temporarily store the answer sets in Spool Space and this space is released once the answer set is displayed 
Components :- 
 
2.1. Parsing Engine 
The PE is the brain of Teradata and it comes up with most efficient query plan for ever query fired by the user. 

 It checks whether the user is allowed access to the tables and then will decide whether  the AMPs should use index or do 
a full-table scan. 

 It  will then call the dispatcher  to pass this plan to the AMPs. 
 
2.2. Access Module Processors 
The AMPs are the workers of the Teradata system because the AMPs read and write the data to their assigned disks. 
Every time a data is requested from the table the AMPs will fetch the rows simultaneously. The AMPs do the job of retrieving the 
answer set. 
 
2.3.Bynet 
The BYNET is the communication network between AMPs and PE. 
Advantages:  

 Teradata database is linearly scalable. - We can expand the database capacity by just adding more nodes to the existing 
database. Node is a combination of PE’s and AMP’s. 

 2It can handle multiple requests and users. 
Disadvantages: 

 The cost to add more P.E’s and AMP’s is very high. 
 
3. Working of Queries  
The rows of the table are spread across the AMPs. When the table needs to be read, each AMP only reads their part of the table. If 
the AMPs start reading simultaneously then parallel processing works. Also if the rows are evenly distributed amongst the AMPs 
parallel processing will work brilliantly since each will have almost equal number of rows. This is possible by using the Primary 
Index. 
 
3.1. Primary Index 
The Primary Index plays 2 roles: 

 Fastest Way to Retrieve Data 
 Incredibly important for Joins 

 
Teradata distributes rows to the AMPs based on the primary index. For a join operation the 2 rows being joined must reside on the 
same AMP. If both tables have same primary index and if join operation is done on that, it will work like lightning as both rows 
will be on the same AMP as they will have the same rowhash. A rowhash is obtained by hashing the primary index value. If join 
operation is done on a column other than primary index then join will take much more time because the rows will need to be 
redistributed till they are on the same AMP. In the figure below Dept_no and Emp_no are primary indexes of Department and 
Employee table respectively. But for the join operation we need to rehash the Employee table by Dept_No so that the joining rows 
will be on same AMP. So the join operation will be a little slow. But if both the tables had same Primary Index join would be like 
lightning. 
 

 

 
Figure 2: Join Operation 
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Also fetching the data based on primary index will be much faster as the PE will directly go to the particular AMP where the row 
resides. If its any other column PE will do a full-table scan until it finds the AMP which holds the row. 
 
4. Teradata Active System Management 
TASM is another important component of Teradata Technology. It is exclusive only to the Database developers, Database admins 
and other Workload schedulers. 
TASM gives the ability to define and monitor Teradata performance. You can define the Workload settings, CPU consumption 
percentage, priority levels of every workload which varies according to the situations throughout the day. 
Eg. : During Business hours, the priority is provided to the business users (9 am to 6 pm) for analysis purposes and during load 
hours the priority will be the load operation jobs which performs ETL operations and loads the data in the Teradata DWH. 
This type of system is not seen in any other RDBMS.  It gives users priority according to their type of work. Sometimes few 
queries need to be completed urgently. So for this a high priority is given to the query assigning it to a different workload . So on 
this workload the query will consume high CPU and complete in very less amount of time. 
Example:- 

 Query:-  select * from dp_bedw.fact where cust_id in (10,20,30)  and mon_id=1373; 
Normally this query would take around 10 mins to complete. But once we change it to the appropriate workload the query will 
complete in less than 2 mins.This is done by: 

 Syntax:-Modify user ‘username’ as profile=’profilename’; 
Username has to be provided with what user has logged in and profile name indicates how much spool space is allocated to the 
user and on which workload his query will run. User is always allocated spool space and not permanent space thereby not letting 
him impact the system in any way. Permanent space is used to store databases and tables. Before providing any profile to the user 
it should be known whether his work is of high-priority or low-priority and based on that appropriate profile must be assigned to 
him. 
This type of prioritization feature is not there in Oracle or other RDBMS. 
 

 
Figure 3: Teradata Active System Management 

 
Alongwith the above unique features for retrieving the data,  prioritizing the queries Teradata also provides special utilities for 
loading and exporting the data. Normally if we have to insert a large no.of rows in a table we will have to run the ‘Insert’ 
statement a lot of times and this can be a very cumbersome and tedious task. But Teradata provides Fastload utility with the help 
of which all the data can be loaded in a single go. 
Teradata FastLoad – This load utility is designed to move huge amount of data into an empty table. And because data conversion, 
movement, and loading are automatic and performed in parallel, FastLoad is more efficient than a standard application program 
written to load data to an empty database. Plus writing a ETL program is very complex task and needs to be rechanged once the 
conditions change and can be very tedious. Also Fastload script creates error tables and can capture the duplicate rows if any in 
that error table during loading. 
Teradata FastExport – It is the reverse of the FastLoad utility. It quickly exports data sets from Teradata tables or views to a user 
for processing, generating reports, or for loading data into a database. 
 
5. Conclusion 
From this analysis we can say that Teradata is a must when it comes to handling large amounts of data and even though its 
expensive its very much needed because of its high processing power and its expandability. It provides with quite other interesting 
features like prioritization and deprioritization of queries, assigning appropriate session to the users, load utilities with ease to load 
the data into the tables and export from the same as compared to complex ETL programming and makes it a promise for the future 
when processing massive amount of data will be a need for the business. 
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