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Abstract: 

Despite years of research, the name ambiguity problem remains largely unresolved. 

Outstanding issues include how to capture all information for name disambiguation in 

a unified approach, and how to determine the number of people K in the 

disambiguation process. In this paper, we formalize the problem in a unified 

probabilistic framework, which incorporates both attributes and relationships. 

Specifically, we define a disambiguation objective function for the problem and 

propose a two-step parameter estimation algorithm. We also investigate a dynamic 

approach for estimating the number of people K. Experiments show that our proposed 

framework significantly outperforms four baseline methods of using clustering 

algorithms and two other previous methods. Experiments also indicate that the 

number K automatically found by our method is close to the actual number. 
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1.Introduction 

DIFFERENT people may share identical names in the real world. It is estimated that the 

300 most common male names are used by more than 114 million people (taking about 

78.74 percent) in the United States (http://names. mongabay.com/male_names.htm). In 

many applications such as scientific literature management and information integration, 

the people names are used as the identifier to retrieve the information. Name ambiguity 

will greatly hurt the quality of the retrieved information. To underline the seriousness of 

the problem, we have examined 100 person names in the publication data and found, for 

example, there are 54 papers authored by 25 different “Jing Zhang” in the DBLP 

database. Also, three students named “Yi Li” have graduated from the first author’s lab. 

 

1.1.Motivation 

We begin by illustrating the problem with an example drawn from a real-world system 

(http://arnetminer.org) [40]. In this system, we try to extract researcher profiles from the 

web and integrate the publication data from online databases such as DBLP, ACM 

Digital Library, Cite Seer, and SCI. In the integration, we inevitably have the name 

ambiguity problem. Fig. 1 shows a simplified example. In Fig. 1, each node denotes a 

paper (with title omitted). Each directed edge denotes a relationship between two papers 

with a label representing the type of the relationship (cf. Section 2.1 for definitions of the 

relationship types). The distance between two nodes denotes the similarity of the two 

papers in terms of some content-based similarity measurement (e.g., cosine similarity). 

The solid polygon outlines the ideal disambiguation results, which indicate that 11 

papers should be assigned to three different authors. An immediate observation from Fig. 

1 is that a method based on only content similarity (the distance) would be difficult to 

achieve satisfactory performance, and that different types of relationships can be helpful, 

but with different degrees of contribution. For example, there is a CoAuthor relationship 

between nodes #3 and #8. Although the similarity between the two nodes is not high, 

benefiting from the CoAuthor relationship, we can still assign the two nodes (papers) to 

the same author. On the contrary, although there is a Citation relationship between nodes 

#3 and #7, the two papers are assigned to two different authors. Thus, one challenge here 

is how to design an algorithm for the name disambiguation problem by considering both 

attribute information of the node and the relationships between nodes. 
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1.2.Prior Work 

The problem has been independently investigated in different domains, and is also 

known as entity resolution [4], [5], [7], web appearance disambiguation [3], [20], name 

identification [26], and Object distinction [49]. Despite many approaches proposed, the 

name ambiguity problem remains largely unresolved. In general, existing methods for 

name disambiguation mainly fall into three categories: supervised based, unsupervised 

based, and constraint based. The supervised-based approach (e.g., [17]) tries to learn a 

specific classification model for each author name from the human labeled training data. 

Then, the learned model is used to predict the author assignment of each paper. In the 

unsupervised based approach (e.g., [18], [36], [37], [49]), clustering algorithms or topic 

models are employed to find paper partitions, and papers in different partitions are 

assigned to different authors. The constraint-based approach also   

 

 
Figure 1 

 

utilizes the clustering algorithms. The difference is that user provided constraints are 

used to guide the clustering algorithm toward better data partitioning (e.g., [2], [51]). 

Furthermore, several other approaches based on rules, citation/author graphs, and 

combinations of the different approaches have been studied. For example, Whang et al. 

[47] introduce a negative rules-based approach to remove the inconsistencies in the 

databases and develop two algorithms to identify important properties to create the rules. 

Davis et al. [11] have developed an interactive system which permits a user to locate the 

occurrences of named entities within a given text. The system is to identify references to 

a single art object (e.g., a particular building) in text related to images of that object in a 

digital collection. McRae-Spencer and Shadbolt [28] present a graph-based approach to 

author disambiguation on large-scale citation networks by using self-citation, coauthor 

relationships. The approach can achieve a high precision but a relatively low recall. Yu 

et al. [50] have developed supervised approaches to identify the full forms of ambiguous 
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abbreviations within the context they appear. More recently, Chen et al. [8] study how to 

combine the different disambiguation approaches and propose an entity resolution 

ensemble framework, which combines the results of multiple base-level entity resolution 

systems into a single solution to improve the accuracy of entity resolution. Whang et al. 

[46] propose an iterative blocking framework where the resolution results of blocks are 

reflected to subsequently processed blocks. On and Lee [32] study the scalability issue of 

the name disambiguation problem. Although much progress has been made, existing 

methods do not achieve satisfactory disambiguation results due to their limitations: 

 Some existing graph clustering methods (e.g., [31], [35],         [48]) focus on 

partitioning the data graph based on the topological structure; some other 

methods (e.g., [18], [42]) aim to cluster the data graph according to node 

similarity. A few researchers (e.g., [38], [52]) try to combine the two pieces of  

information. For example, Zhou et al. attempt to combine information based on 

both vertex attributes (i.e., node similarity) and graph topological structure by 

first constructing an attribute augmented graph through explicit assignments of 

attribute, value pairs to vertices, and subsequently estimating the  pair wise 

vertices’ closeness using a random walk model. The pair wise comparisons mean 

that they subsequently discard topological information. Although the authors 

were able to demonstrate that attribute similarity increases the closeness of pair 

wise vertices in their distance measure, how to optimally balance the 

contributions of the different information is still an open problem They are only 

able to conclude that adding attribute similarity information to the clustering 

objective will not degrade the intra cluster closeness. Further, in [52], the 

experimental data sets contain very few attributes. The first data set (political 

blogs) only has one (binary) attribute and the second data set of DBLP 

bibliographical data only has two attributes. We argue that much richer node 

attribute information is required for tackling the name disambiguation problem 

effectively. 

 The performance of all the aforementioned methods depends on accurately 

estimating K. Although several clustering algorithm such as X-means [33] can 

automatically find the number K based on some splitting criterion, it is unclear 

whether such a method can be directly applied to the name disambiguation 

problem. 
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 In exiting methods, the data usually only contain homogeneous nodes and 

relationships; while in our problem setting, there may be multiple different 

relationships (e.g., CoAuthor and Citation) between nodes. The types of different 

relationships may have different importance for the name disambiguation 

problem. How to automatically model the degree of contributions of different 

relationships is still a challenging problem.  

 

1.3.Our Solution 

Having conducted a thorough investigation, we propose a unified probabilistic 

framework to address the above challenges. Specifically, we formalize the 

disambiguation problem using a Markov Random Fields (MRF) [16], [24], in which the 

data are cohesive on both local attributes and relationships. We explore a dynamic 

approach for estimating the number of people K and a two-step algorithm for parameter 

estimation. The proposed approach can achieve better performance in name 

disambiguation than existing methods because the approach takes advantage of 

interdependencies between paper assignments. To the best of our knowledge, our work is 

the first to formalize all the problems for name disambiguation in a unified framework 

and tackle the problems together.  

The proposed framework is quite general. One can incorporate any relational features or 

local features into the framework, e.g., a feature based on the web search engine used. 

The framework can be also extended to deal with many other problems such as entity 

resolution in a relational database [4]. 

Our contributions in this paper include: 1) formalization of the name disambiguation 

problem in a unified probabilistic framework; 2) proposal of an algorithm to solve the 

parameter estimation in the framework; and 3) an empirical verification of the 

effectiveness of the proposed framework. 

 

2.Problem   Formalization 

 

2.1.Definitions 

 In the discussion that follows, we assign six attributes to each paper pi as shown 

in Table 1. Such publication data can be extracted from sources such as DBLP, 

Libra.msra.cn, Arnetminer.org, and Citeseer.ist.psu.edu. 
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           Table 1: Attributes Of Each Publication Pi 

 

2.1.1.Definition 1  (Principle Author And Secondary Author)  

Each paper pi has one or more authors We describe the author name that we are going to 

disambiguate as the principle author and the rest (if any) as secondary   authors. 

We define five types of undirected relationships between papers (Table 2). Specifically, 

Co Pub Venue ðr1Þ represents two papers published at the same venue. For example, if 

both papers are published at “KDD,” we create an undirected Co Pub Venue relationship 

between the two papers. Intuitively, two researchers with the same name may work in 

different research fields, thus would publish papers at different venues. 

 CoAuthor ðr2Þ represents that two papers p1 and p2 have a secondary author 

with the same name typically, two papers that have many common coauthors 

would belong to the same person. 

 Citation (r3) represents one paper citing another paper. It is likely that an author 

cites his own previous work. Further, we incorporate latent citation information 

as follows: If paper p1 cites papers p2; p3; . . . ; pn, then we establish undirected 

pair wise relationships among all cited papers, in addition to directed pair wise 

relationships between p1 and the cited papers. 

 Constraint (r4) denotes constraints supplied via user feedback. For instance, the 

user can specify that two papers should be disambiguated to the same person or 

should belong to different persons. 

 CoAuthor (r5) represents _-extension CoAuthor relationship. We use an example 
to explain this relationship. Suppose paper pi has authors “David Mitchell” and 
“Andrew Mark,” and has authors “David Mitchell” and “Fernando Mulford.” We 
are going to disambiguate “David Mitchell.” And if “Andrew Mark” and 
“Fernando Mulford” also coauthor another paper, then we say pi and pj have a  
CoAuthorrelationship.  
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Table 2:  Relationships Between Papers 

To make it clear, we explain further about how to determine whether two papers have a 

_-CoAuthor relationship. From the entire paper data set, we can construct a coauthor 

network, where each node denotes an author name and each edge denotes a coauthor 

relationship. For any two papers p1 and p2, we can obtain their corresponding sets A0 p1 

and A0 p2 by their coauthors. If and only if we say the two papers have a CoAuthor 

relationship. For determining a 2-extension CoAuthor relationship, we construct two 

coauthor sets A2p 1 and A2p 2 according to the coauthor network.Specifically, A2p 1 is 

the set of authors by extending A0 p1 with all neighbors of the authors in A0 p1, i.e., 

A2p 1 where NB(a) is the set of neighbors of node a. Then, we say the two papers p1 and 

p2 have a 2 CoAuthor relationship, if and only if A2p 1 \ A2p 2 6¼ _. For determining 

whether two papers have a 3-extension CoAuthor relationship, we further extend A2p 1 

to find an author set A3p for each paper and if the two sets have an intersection, we say 

the two papers have a 3- CoAuthor relationship. The weight of each type of relationship 

ri is denoted by wi. Estimation of the value of different weights will be described in 

Section 4. 

In the name disambiguation problem, some papers may easily be clustered together or 

may be assigned together by the user. These papers will not be partitioned in the 

disambiguation algorithm. We describe such group of papers as cluster atom. 

 

2.1.2.Definition 2  (Cluster Atom) 

A cluster atom is a cluster in which papers are closely connected (e.g., the similarity 

Kðxi, xjÞ > threshold). Papers with similarity less than the threshold will be assigned to 

disjoint cluster atoms. 

Finding cluster atoms would be greatly helpful to name disambiguation. For example, we 

can take the cluster atoms as the initialization of the disambiguation algorithm. For 

finding the cluster atoms, one can use a constrained-based clustering algorithm or simply 

use some constraints. In addition, we define the concept of cluster centroid. Derived 

from the clustering analysis, there are typically two methods to find the centroid of a 
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cluster, the data point that is nearest to the center of the cluster or the centroid that is 

calculated as the arithmetic mean of all data points assigned to the cluster. 

 

2.2.Name Disambiguation 

Given a person name a, we denote publications containing the author name a as P ¼ fp1; 

p2; . . . ; png. The publication data with relationships can be modeled by networks 

comprising nodes and edges. We use an adaptive version of the so-called informative 

graph [13] to represent the publication data. Publications and relationships are 

transformed into an undirected graph, in which each node represents a paper and each 

edge a relationship. Attributes of a paper are attached to the corresponding node as a 

feature vector. For the vector, we use words (after stop words filtering and stemming) in 

the attributes of a paper as features and use the number of their occurrences as the values. 

Formally, we can define the publication informative graph as follows: 

 

2.2.1.Definition 3  (Publication Informative Graph) 

Given a set of papers P ¼ fp1; p2; . . . ; png, let rkðpi; pjÞ be a relationship rk between pi 

and pj. A publication informative graph is a graph G ¼ ðP; R; VP;WRÞ, where each 

vðpiÞ 2 VP corresponds to the feature vector of paper pi and wk 2 WR denotes the 

weight of relationship rk. Let rkðpi; pjÞ ¼ 1 iff there is a relationship rk between pi and 

pj; otherwise, rkðpi; pjÞ ¼ 0. 

Suppose there are K persons fy1; . . . ; yKg with the name a, our task is to disambiguate 

the n publications to their real researcher yi; i 2 ½1;K_. More specifically, the major 

tasks of 

name disambiguation can be defined as: 

 Formalizing the disambiguation problem. The formalization needs to consider 

both local attribute features associated with each paper and relationships between 

papers. 

 Solving the problem in a principled approach. Based on the formalization, 

propose a principled approach and solve it in an efficient way. 

 Determining the number of people K. Given a disambiguation task (without any 

prior information),  determine the actual K. 

    It is nontrivial to perform these tasks. First, it is not immediately clear how to 

formalize the entire disambiguation problem in a unified framework. Second, some 
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graph models, e.g., Markov Random Field [16], are usually applied to model relational 

data. However, in the publication informative graph, the papers might be arbitrarily 

connected by different types of relationships. It is unclear how to perform inference (or 

parameter estimation) in such a graph with arbitrary structure. In addition, estimating the 

number of people K is also a challenging task. 

 

3.Parameter Estimation 

 

3.1.Algorithm 

The parameter estimation problem is to determine the values of the parameters and to 

determine assignments of all papers. More accurately, we optimize the log-likelihood 

objective function (8) with respect to a conditional model   At a high level, the learning 

algorithm (cf. Algorithm 1) for parameter estimation primarily consists of two iterative 

steps: Assignment of papers, and Update of parameters. The basic idea is that we first 

randomly choose a parameter setting _ and select a centroid for each cluster. 

Next, we assign each paper to its closest cluster and then  calculate the centroid of each 

paper-cluster based on the assignments. After that, we update the weight of each feature 

function by maximizing the objective function. 
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Finally, based on the reconstructed data vector, we can calculate (13). The stochastic 

sampling sometimes is time demanding. To make it more efficient, one can use the 

deterministic mean field algorithm [44] to replace the sampling procedure. 

After solving the third term in (10), we can compute the solution for the whole objective 

function. Finally, a greedy algorithm is used to sequentially update the assignment of 

each paper. An assignment of a paper is performed while keeping the other papers fixed. 

The process is repeated until no paper changes its assignment between two successive 

iterations. 

 

3.2.Estimation Of K 

Our strategy for estimating K (see Algorithm 2) is to start by setting it as 1 and we then 

use the BIC score to measure whether to split the current cluster. The algorithm runs 

iteratively. In each iteration, we try to split every cluster C into two subclusters. We 

calculate a local BIC score of the new sub model M2. We calculate a global BIC score 

for the new model. The process continues by determining if it is possible to split further. 

Finally, the model with the highest global BIC score is chosen. 
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One difficulty in the algorithm might be how to find the best two sub cluster models for 

the cluster C (Line 4). With different initialization, the resulting sub clusters might be 

different. Fortunately, this problem is alleviated in our framework, benefiting from the 

cluster atoms identification. In disambiguation, a cluster can consist of several cluster 

atoms. To split further, we use the cluster atoms as initializing centroids and thus our 

algorithm tends to result in stable split results. 

 

4.Conclusion And Future Work 

In this paper, we have investigated the problem of name disambiguation. We have 

formalized the problems in a unified framework and proposed a generalized probabilistic 

model to the problem. We have defined a disambiguation objective function for the 

problem and have proposed a two-step parameter estimation algorithm. We have also 

explored a dynamic approach for estimating the number of people K. Experimental 

results indicate that the proposed method significantly outperforms the baseline methods. 

When applied to expert finding, clear improvement (þ2%) can be obtained. As the next 

step, it would be interesting to investigate how to make use of the time information for 

name disambiguation, as the ambiguity problem evolves with the time. Moreover, it is 

also interesting to study how topic models like LDA can improve name disambiguation. 
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