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Abstract: 

The cloud computing provides users an efficient way to allocate the computing 

resources to the cloud consumers by providing them two resource provisioning plan 

namely, reservation and on-demand plan. The resource provisioned by reservation 

plan is cheaper than that of the on-demand plan but it is difficult to achieve the best 

advance reservation of resource due to uncertainty of consumer’s future demand and 

provider’s resource prices. To solve this problem an Enhanced optimal cloud 

resource Provisioning algorithm is proposed by formulating a stochastic 

programming model. The Enhanced Optimal Cloud Resource Provisioning algorithm 

can provide Computing resources for being used in multiple provisioning stages as 

well as a long-term plan. The demand and price uncertainty is considered in 

Enhanced Optimal Cloud Resource Provisioning. Here, different approaches are 

considered to obtain the solution of the Optimal Cloud Resource Provisioning 

algorithm namely, deterministic equivalent formulation, sample-average 

approximation and Benders decomposition.  
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1.Introduction  

Cloud computing is the use of computing resource like hardware, software, processing 

power, storage, network bandwidth that are delivered as a public utility service over a 

network in a cloud-shaped symbol as an abstraction for the complex infrastructure. 

Infrastructure as a service is the most basic cloud service model, providers offer 

computers, as physical or more often as virtual machines, and other resources. The 

virtual machines are run as guests by hypervisor. Management of pools of hypervisors by 

the cloud operational support system leads to the ability to scale to support a large 

number of virtual machines. Infrastructure as a service is the most basic cloud service 

model, providers offer computers, as physical or more often as virtual machines, and 

other resources. The virtual machines are run as guests by hypervisor. Management of 

pools of hypervisors by the cloud operational support system leads to the ability to scale 

to support a large number of virtual machines. In the software as a service model, cloud 

providers install and operate application software in the cloud and cloud users access the 

software from cloud clients. The cloud users do not manage the cloud infrastructure and 

platform on which the application is running. This eliminates the need to install and run 

the application on the cloud user's own computers simplifying maintenance and support.  

In cloud computing, two resource provisioning plans is used to provide the cloud 

consumers a set of computing resources for processing the jobs and storing the data 

namely, on-demand and reservation plans. Reservation plan is the long-term plan where 

the plan is subscribed in advance  (eg:1 or 3 years)  to reduce the provisioning cost 

because for reservation plan, pricing is charged by a onetime fee (e.g., 1 year) typically 

before the computing resource will be utilized by cloud consumer. With the reservation 

plan, the price to utilize resources is cheaper than that of the on-demand plan. The On-

demand plan is the short-term plan, since it can be purchased for a short period of time 

when resource reserved by the reservation plan is insufficient. Pricing in on-demand plan 

is charged by pay-per-use basis (e.g., 1 day). Therefore, purchasing this on-demand plan, 

the consumers can dynamically provision resources at the moment when the resources 

are needed to fit the fluctuated and unpredictable demands.     

The under provisioning problem occur due to the uncertainty, when the reserved 

resources cannot meet the demand. To solve this problem, the extra demand can be 

satisfied by providing the resources in on-demand plan. But the price will be expensive 

when the resources are provisioned with on-demand plan. The over provisioning 

problem occur, when the reserved resources are more than the actual demand. By 
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reducing the on-demand cost and oversubscribed cost, the cloud consumers can reduce 

the total cost of the resource provisioning. 

 

2.Related Work 

Here we discuss about the existing methods for minimizing the under provisioning and 

over provisioning problems due to the uncertainty of future demands and resource prices.  

 

2.1.Profile-Based Approach 

It is used to capture expert’s knowledge of scaling different types of applications. The 

profile-based approach automates the deployment and scaling of applications in cloud. 

Just-in-time scalability is achieved without binding to specific cloud infrastructure. A 

profile is an embodiment of knowledge and best practice of a commonly adopted 

computing environment with inherent just-in-time scalability. The main purpose of a 

profile is to automate the instantiation of a computing environment that inherits the just-

in-time scalability from the profile by straightforward configuration. Therefore a profile 

declares what constitutes a computing environment and how a computing environment is 

configured to enable just-in-time scalability. 

The component definition of profile defines the software components involved in 

computing environments that are created by a profile. There are two components namely, 

virtual and physical component.  

Each virtual component is defined by an image file and the configuration file for the 

image. The image records the execution environment, including the operating system, 

the minimal and maximal memory and the hard disk capacity. The configuration file is 

used to automate the provisioning of a virtual image, including which virtual technology 

the image is based, where the image is located, the host operation system for the image.  

Physical component is defined as a URL and a configuration file. The URL denotes the 

place where all required software is, the configuration file specifies the execution 

environment that is required for installing software in a physical machine. Application 

integration defines how to deploy application packages so that the application could 

leverage the just-in-time scalability offered by the scalable topology. It just defines only 

the just-in-time scalability, it does not consider the uncertainty of future consumer 

demands.               
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2.2.Optimization Framework  

For resource provisioning, an optimization framework was developed. The multiple 

client QOS classes are considered under uncertainty of workloads i.e., demands of 

computing resources. By using the online forecasting techniques, the arrival pattern of 

workloads are estimated. 

This existing approach accounts for the switching costs incurred during resource 

provisioning and explicitly encode risk in the optimization problem. The provisioning 

problem of interest is to decide an optimal allocation of computing resources to multiple 

client QoS classes under a dynamic workload, this discrete optimization problem may 

need continuous re-solving with observed environmental events such as time-varying 

client workload patterns and computer failures and cannot be applied directly and a 

closed-form expression for a feedback control map cannot be established. 

 

2.3.K-Nearest-Neighbors Algorithm 

The K-nearest-neighbors algorithm was developed to predict the demand of resources. 

Here the prediction of demands was performed to define the reservation prices. The 

KNN algorithm uses lightweight monitoring of essential system and application metrics 

in order to decide how many databases it should allocate to a given workload. The pro-

active algorithm also incorporates awareness of system stabilization periods after 

adaptation in order to improve prediction accuracy and avoid system oscillations.  

It compares the pro-active self configuring scheme for scaling the database tier with a 

reactive scheme. The experiments using the industry-standard TPC-We-commerce 

benchmark demonstrate that the pro-active scheme is effective in reducing both the 

frequency and peak level of SLA violations compared to the reactive scheme. 

Furthermore, by augmenting the pro-active approach with awareness and tracking of 

system stabilization periods induced by adaptation in our replicated system, we 

effectively avoid oscillations in resource allocation.  

Due to the excessive personnel costs involved in managing these complex systems and 

dynamic content workload in response to load or failure-induced SLA violations. 

 

2.4.SLA-Aware Virtual Resource Management  

A key challenge for cloud providers is to automate the management of virtual servers 

while taking into accounts both high-level QoS requirements of hosted applications and 

resource management costs. It proposes an autonomic resource manager to control the 
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virtualized environment which decouples the provisioning of resources from the dynamic 

placement of virtual machines. This manager aims to optimize a global utility function 

which integrates both the degree of SLA fulfillment and the operating costs. We resort to 

a Constraint Programming approach to formulate and solve the optimization problem. 

Results obtained through simulations validate our approach. 

As virtualization is a core technology of cloud computing, the problem of virtual 

machine placement (VM placement) becomes crucial. A resource management 

consisting of resource provisioning and VM placement was used. It does not consider the 

uncertainty of future demands and prices and it also does not guarantee the optimal 

solution. 

 

2.5.Optimal Cloud Resource Provisioning Algorithm (OCRP) 

In OCRP algorithm, first the problem is generalized into the multiple stage formulation. 

Second, the different approaches to obtain the solution of computing resource 

provisioning are considered and finally, the performance evaluation is extended to 

consider various realistic scenarios. This OCRP algorithm is proposed to minimize the 

total cost for provisioning resources in a certain time period. To make an optimal 

decision, the demand uncertainties from cloud providers are taken into account to adjust 

the tradeoff between on-demand and oversubscribed costs. This optimal decision is 

obtained by formulating and solving a stochastic integer programming problem with 

multistage recourse. Benders decomposition and sample-average approximation are also 

discussed as the possible techniques to solve the OCRP algorithm. Here an extensive 

numerical studies and simulations are performed, and the results show that OCRP can 

minimize the total cost under uncertainty. 

The major contributions of the OCRP algorithm lie in the mathematical analysis which is 

summarized as: The optimal cloud resource provisioning algorithm is proposed for the 

virtual machine management. The optimization formulation of stochastic integer 

programming is proposed to obtain the decision of the OCRP algorithm as such the total 

cost of resource provisioning in cloud computing environment is minimized. The 

formulation considers multiple provisioning stages with demand and price uncertainties. 

The solution methods based on benders decomposition and sample-average 

approximation algorithms are used to solve the optimization formulation in an efficient 

way. The performance evaluation is performed which can reveal the importance of 

optimal computing resource provisioning. The performance comparison among the 
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OCRP algorithm and the other approaches is also presented. The proposed mathematical 

analysis will be useful to the cloud consumers for the management of virtual machines in 

cloud computing environment. The proposed OCRP algorithm will facilitate the adoption 

of cloud computing of the users as it can reduce the cost of using computing resource 

significantly.  

 

3.Problem Definition 

The proposed system aims to reduce the resource provisioning cost in cloud by providing 

two provisioning plans for computing the resources, namely reservation plan and on-

demand plans. In the reservation plan, the cloud consumer will reserve the resources in 

advance without knowing their future demand. Here the reservation plan is considered as 

the long-term planning since the resources are reserved for a long time use by the cloud 

consumer in future. When the demand exceeds the amount of reserved resources the 

broker can pay for additional resources with on-demand plan. This on-demand plan is 

considered as the short-term planning since the resource can be purchased for a short 

period of time when the resource  reserved by the reservation plan are insufficient.   

 

4.Algorithms 

 

4.1.Stochastic Integer Programming  

The stochastic programming is the framework for modeling optimization problems 

involving uncertainty. The stochastic programming with multistage recourse is presented 

as the core formulation of the Enhanced Optimal Cloud Resource Provisioning 

algorithm. First, the original form of stochastic integer programming formulation is 

derived. Then, the formulation is transformed into the deterministic equivalent 

formulation (DEF) which can be solved by traditional optimization solver software. 

The general form of stochastic integer program of the Enhanced Optimal Cloud 

Resource Provisioning algorithm is formulated: 

 

z = ෍෍෍ c୧୨୩
(ୖ)x୧୨୩

(ୖ)

୩∈୏୨∈୎୧∈୍

+ IEΩ[Q ቀx୧୨୩
(ୖ),ωቁ] 

Subject to: 

x୧୨୩
(ୖ) ∈ IN଴,														∀i ∈ I,∀j ∈ J,∀k ∈ K 
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The objective function of stochastic integer programming is to minimize the cloud 

consumer’s total provisioning cost.  

 

 4.2.Deterministic Equivalent Formulation 

Here the probability distribution of all scenarios in set Ω, and formulations are 

transformed into the deterministic integer programming called deterministic equivalent 

formulation. Here to solve the deterministic integer programming, probability 

distribution of both price and demand must be available.  

  

ZΩ = ෍෍෍ c୧୨୩
(ୖ)x୧୨୩

(ୖ) 								
୩∈୏୨∈୎୧∈୍

+ ෍෍෍෍෍ p(ω)c୧୨୩୲
(ୖ)(ω)x୧୨୩୲

(୰) (ω) 		
୲∈୘ౡ୩∈୏୨∈୎୧∈୍ன∈Ω

+ ෍෍෍෍p(ω)(෍ c୧୨୩୲
(ୣ) (ω)x୧୨୩୲

(ୣ) (ω) + 	c୧୨୲
(୭)(ω)x୧୨୲

(୭)(ω)	
୩∈୏୲∈୘୨∈୎୧∈୍ன∈Ω

	 

 

4.3.Benders Decomposition 

The benders decomposition algorithm is applied to solve the stochastic programming 

problem formulated. The goal of this benders decomposition algorithm is break down the 

optimization problem into multiple smaller problems which can be solved independently 

and parallely. As a result, the time to obtain the solution of the OCRP algorithm can be 

reduced. The benders decomposition algorithm can decompose integer programming 

problems with complicating variables into two major problems: master problem and sub-

problem. 

 

 4.4.Sample-Average Approximation 

When the number of scenarios is numerous, it may not be efficient to obtain the solution 

of the OCRP algorithm by solving the stochastic programming formulation, if all 

scenarios in the problem are considered. So to address this complexity issues, the 

sample-average approximation (SAA) approach is applied. 

This approach selects a set of scenarios, e.g., N scenarios, where N is smaller than the 

total number of scenarios |Ω|. Then, these N scenarios can be solved in a deterministic 

equivalent formulation. The optimal solution can be obtained if N is large enough which 

can be verified numerically.  
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5.Conclusion 

From the existing systems the problems like uncertainties of provider’s resource price 

and consumer’s future demand is addressed using the Enhanced OCRP algorithm and the 

price of the resources provisioned by the providers is reduced by using the optimal 

pricing scheme. The performance evaluation has been performed by simulations and 

numerical studies. These algorithms optimally adjust the tradeoff between allocation of 

on-demand and reservation of resources. These algorithms can minimize the total cost of 

resource provisioning in cloud computing environments.    
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