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1. Introduction  
Buyers’ Basket Analysis (BBA or Market Basket Analysis) is a well known technique of data mining to analyze customer behavior. It 
is based on association rule mining. The goal of BBA is to identify relationship (i.e. association rules) between groups of products, 
items or category taken from a large dataset [6]. It helps in increasing sales and maintain inventory by focusing on the point of sale 
transaction data. Association rule mining is a two step approach i.e. first it finds all frequent item sets using minimum support 
threshold and then generate strong association rules that satisfy minimum support and minimum confidence. Frequent item set mining 
and association rule induction [[2],[3],[4]] are powerful methods for Buyers’ Basket Analysis. The main problem of association rule 
induction is that there are many possible rules[3]. It is obvious that such a vast amount of rules cannot be processed by inspecting each 
one in turn. Therefore efficient algorithms are needed which restrict the search space and check only a subset of all rules, but, if 
possible, without missing important rules. One such algorithm is the Apriori algorithm which was developed by R. Agrawal & R. 
Srikant [[3],[4]]  for mining frequent item sets for boolean association rules. But the problem of Apriori algorithm is that it requires 
many scans to generate a large number of frequent item sets. Many other algorithms (partitioning, sampling, Eclat etc.) are present 
which focus on improving the efficiency of the original Apriori algorithm. But the use of only support and confidence measures to 
mine associations may generate huge numbers of frequent item sets which can be uninteresting to users [14],[15]. Overviews of 
measures (subjective and objective) of interestingness are also used to find frequent item sets [13]. There are some additional analysis 
of post mining data that can be performed to discover interesting statistical correlation (lift, all_confidence, Cosine etc.) between 
frequently associated items. But all the above mentioned correlation measures works on linear data sets. In this paper we propose a 
new measure like mutual information to find frequently associated item sets not only from linear data sets but also from parabolic data 
sets. 
 
2. Background  
Buyers’ Basket Analysis (BBA) is based upon association rule mining. Let I = {I 1, I 2, … ,I m} be a set of Items. Let D, be a set of 
database transactions where each transaction T is a set of items such that T ⊆ I. An association rule is an implication of the form A 
⇨B, where A ⊂ I, B⊂ I, and A∩B = Ø [1]. The two measures of association rule mining is Support and confidence. 
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Abstract: 
Buyers’ Basket Analysis (BBA or Market Basket Analysis) is a typical example of frequent item set mining that leads to the 
discovery of association and correlations among items in large transactional or relational data sets to help retailers to develop 
marketing strategies by gaining insight into which items are frequently purchased together by customers. Association rules are 
considered interesting if they satisfy both a minimum support threshold and minimum confidence threshold, set by domain experts. 
Many efficient algorithms like Apriori, Partitioning, Sampling, Eclat etc. are available to generate large number of associated 
frequent item sets. Additional analysis can be performed to discover interesting statistical correlations between associated items. 
But the above mentioned correlation measures works in linear relationship between two variables with random distribution; this 
value alone may not be sufficient to evaluate a system where these assumptions are not valid. Finally we propose a new measure 
i.e. mutual information that will show dependency between frequent item sets of linear and parabolic datasets and generate 
stronger associated frequent item sets. 
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The concept of binary association rules represent presence of item denoted by 1 and absence of item denoted by 0 [[5],[6]]. But 
association rule mining often generates a huge number of rules, and a majority of them either are redundant or do not reflect the true 
relationship among data objects [6]. To overcome this difficulty, correlation has been adopted as interesting measures. This leads to 
correlation rules of the form [12] 
A⇨B [support, confidence, correlation]. 
There are many different correlation measures for mining large data sets:- 

1. Lift :-The lift between the occurrence of item sets A and B can be measured by computing 

 
Positively correlated : lift > 1.   
Negatively correlated:  lift < 1.   
No Correlation : lift = 1. 
 

2. Chi-Square( X 2):- 

 
 

1. All confidence:- 

 
2. Cosine:- 

 
 

  
 

3. Kulczynski:- 

 
 

4. Max-confidence:- 

 
 
(In the above formulae, A, B, X are the data item sets, P represent probability) 
 
  Each of the above six co-relation measure value range from 0 to 1 and higher the value, the closer the relationship between A and B 
[1]. 
 
 
3. Problems with Objective & Subjective Measure 
Objective measures rely on user’s ability to choose the right measure for a given scenario out of a huge set of available measures. 
Some measures produce similar rankings while others almost reverse the order. This poses the problem of choosing the right measure 
for a given scenario [[8], [9]]. Moreover, due to their rather mathematical foundation most measures lack interpretability and 
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meaningfulness because the rule properties they measure rarely reflect the practical considerations of a user. For a user it is often 
unclear which measure to choose and how to link its results to his application scenario. Objective measures do not memorize the past 
and they are unable to identify patterns which have already been discovered multiple times in the past, which are diminishing or 
emerging [[10], [11]].  
Subjective measures, on the other hand, require user’s domain knowledge. A lot of effort is necessary to collect, organize and finally 
incorporate domain knowledge into a knowledge base against which association rules will be compared. Moreover, domain experts 
often forget certain key aspects or may not remember others which come into play under rarer circumstances. This problem can be 
termed ‘expert dilemma’ 1980s [11]. Building a knowledge base can also become a task that can never be finished. Consequently, 
there is a risk that patterns are regarded as interesting based on outdated knowledge while a user is being left uninformed about the out 
datedness itself [13]. 
Here our propose measure i.e. using mutual information, we can get most frequent item set more accurately than using correlation 
measures. 
The correlation co-efficient indicates the strength of a linear relationship between two variables with random distribution; this value 
alone may not be sufficient to evaluate a system where these assumptions are not valid. The mutual information measures the general 
dependency while the correlation function measures the linear dependency. Another major difference between mutual information and 
correlation function is that the former can be applied to symbolic sequences as well as numerical sequences, but the latter can only be 
used on numerical sequences. For example, we can have zero value of correlation function at some distance d, while the mutual 
information function at that distance can be any value.  
 
4. Information Theory 
The concept of mutual information is quite complex and is the basis of information theory. Information theory is a branch of computer 
science involving quantification of information. Information theory was developed by Claude E Shannon [[23],[24],[25]]. Since its 
inception it has broadened to find applications in many other areas, including statistical inference [[17],[22]].                  
 
4.1. Mutual Information   
Mutual information (also referred to as transinformation) is a quantitative measurement of how much one random variable (Y) tells us 
about another random variable (X) [16]. In this case, information is thought of as a reduction in the uncertainty of a variable. Thus, the 
more mutual information between X and Y, the less uncertainty there is in X knowing Y or Y knowing X. 
Mutual information is most commonly measured in logarithms of base 2 (bits) but is also found in base e (nats) and base 10 (bans). 
The mathematical representation for mutual information of the random variables X and Y are as follows: 

 
 
where, p(x,y) = joint probability distribution function of X and Y. 
p(x) = marginal probability distribution function of X. 
p(y) = marginal probability distribution function of Y[[18],[19],[20]]. 
 
4.2.Kullback-Leibler Divergence Theory 
Mutual information can also be expressed as a Kullback-Leibler distance. The mutual information between a random variable X and Y 
is the Kullback-Leibler distance between the joint distribution P(X,Y) and the product of the marginal P(X) P(Y):  

 
 
If X and Y are independent, so that P(X,Y) = P(X) P(Y), then 
 

 
 
I(X;Y) = 0. That is Y tells no information at all about X. 
Using the definitions of mutual information, it is straightforward to show that the mutual information can also be written as 
I(X;Y) = H(X) – H(X | Y). 
From this definition we can say mutual information is the difference between the average uncertainty in X and the uncertainty in X 
there still is after measuring Y. Thus it quantifies how much information Y tells about X [22]. 
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4.3.Properties Of Mutual Information 
 A basic property of the mutual information is that knowing Y, we can save an average of bits in encoding X compared to not 

knowing Y.  
 Mutual information is symmetric (i.e. I(X;Y) = I(Y;X)). 
 Mutual information I (X;Y) can never be negative(i.e. I(X;Y) ≥ 0;).  [ D(P || Q) >=0 ] 

From the above discussion it is clear that though Mutual information is a measure of the dependency between two variables, if the two 
variables are independent, the mutual information between them is zero. If the two are strongly dependent, e.g., one is a function of 
another; the mutual information between them is large. 
 
5. Experiment and Result 
We collect a transactional data (File Test data) and using Matlab version 9.0, we generate frequent item sets using association rule 
mining algorithm. Then we collect frequent item sets and calculate correlation measures over them. Following are the details:- 
 

   
                                Figure 1: Test Data Element In Matlab 9.0              Figure 2: Generate Frequent Item Set  

                                                                                       Using Association Rule Mining Algorithm IN Matlab 9.0 
 

     
                     Figure 3: Frequent Item Sets Generation      Figure 4: Calculation Of Correlation Over Frequent Item Sets 

              From “Test Data” File In Matlab 9.0            Generated From Test Data Using (1),(2),..(6) Equations 
 
 
In this paper we already have done correlation analysis on test data and we calculate P(A) and P(B) [ Probability of item A and 
Probability of item B]. From the above example, we take all the possible combination of two items such as ITEM A 23232 and ITEM 
B 12221 and we make a contingency table below 
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12221 
 

12221 
 

Ʃ row 
 

23232 
 

97 68 165 

 
23232 

 

18 20 38 

Ʃ col 
 

115 88 203 

Table 1: Contingency table of Item A 23232 and Item B 12221 
 

  
12221 

 
12221 

 
Ʃrow 

 
23232 

 
97/203 =0.47783 68/203 =0.33497 165/203 =0.81280 

 
23232 

 

18/203 
=0.88669 

20/203 
=0.98522 

38/203 
=0.18719 

Ʃ col 
 

115/203 
=0.56650 

88/203 
=0.43349 

203/203 
=1 

TABLE 2: CALCULATION OF MUTUAL INFORMATION 
 

 

From the above calculation we see that the value of mutual information is large i.e. the above two items are strongly related. 
We can calculate the mutual information values taking other items of Test data such as (10001 12221; 23232) or (10001 12221 12345; 
23232) or (10001 10005 12221 12345; 23232) in the same way to find the dependency between two variables. 
 
6. Conclusion 
So from this above discussion we can say, Correlation measures which is used in the linear relationship (Pearson's correlation) or 
monotonic relationship between two variables, X and Y, whereas Mutual information is more general and measures the reduction of 
uncertainty in Y after observing X. Mutual information is based on information theory and it works not only in linear data but also in 
parabolic datasets. Mutual information helps reduce the range of the probability density function (reduction in the uncertainty) for a 
random variable X if the variable Y is known. The value of I(X; Y) is relative, and the larger its value, the more information that is 
known of X. It is generally beneficial to try to maximize the value of I(X; Y), thus minimizing uncertainty. So, if we imply mutual 
information as a measure to get stronger associated frequent item sets in linear and parabolic item sets, it will work more accurately 
than other measures which we discussed earlier. 
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