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1. Introduction 
Heterogeneous Process Migration is a technique whereby an active process is moved from one machine to another of possibly 
different architecture. This necessitates the capture of the process’s current state of execution and recovering it on the destination 
machine in a manner understandable to it. My work mainly focuses on capture and recovery of the internal state of process, 
comprising of the execution and data state – activation history, and static and heap data. The two major issues involved here are- the 
mechanism of process state capture and recovery and the initiation of the capture mechanism. 
A major issue of process state capture in heterogeneous distributed computing systems is that it cannot simplify be initiated 
instantaneously, once a request for capture has been received. The capture can be initiated only at certain points – the points of 
equivalence between different instances of computation of different architectures – so that the process can be restarted at exactly at the 
same point where it was paused. Ideally, once the request for capture has been received, the state capture should be initiated at the 
very nest point of equivalence encountered. At the same time, it should be ensured that the performance overhead incurred during 
normal execution should be insignificant. We propose a novel approach to process state capture and recovery, which achieve the 
above objectives. 
In the case of high performance computing applications, the performance gain achieved by the elimination of polling, especially 
within critical loops, would be significant. Also, our solution to the heterogeneous process state capture problem is capable of 
effectively enabling all potential points of equivalence present in a computation if minimal latency is desired. In a polling approach, to 
achieve this minimal latency, poll- points would have to be placed at all potential points of equivalence, in which case, the 
performance overhead incurred during normal execution would reach severely unacceptable levels. 
One of the central features of our approach is automatic transformation of program code to incorporated state capture and recovery 
functionality. This program modification is performed at the platform-independent intermediate level of code representation, and 
preserves the original program semantics. The attractive properties of this approach include portability, ease of use and flexibility with 
respect to basic performance trade-offs and application-specific requirements 
 
2. Heterogeneous Process Migration 
Process Migration can be defined as the ability to move a currently executing process between different processors which are 
connected only by a network (that is, not using locally shared memory). The Process Migration mechanism must package the entire 
state of the process executing in the originating machine so that the destination machine may continue its execution. The process 
should not normally be connected by any changes in its environment other that in obtaining better performance. 
Research in to the field of Process Migration has concentrated on efficient exchange of the state information. For example, moving the 
memory pages of process from source machine to the destination, correctly capturing and restoring the state of process(such as 
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registered contents)., and ensuring that the communication links to and from the process maintained. 
Careful design of an operating system’s IPC mechanism can be ease the migration of process. Most Process Migration systems make 
the assumption that the source and destination host have the same architecture. That is, their CPU understands the instruction set, and 
their operating systems have same set of system calls and the same memory conventions. This allows state information to be copied 
verbatim between the hosts, so that no changes need to be made to the memory image. Heterogeneous Process Migration remove this 
assumptions, allowing the source and destination hosts to differ in architectures. In addition to the homogeneous migration issues, the 
mechanism must translate the entire state of process so it may be understood by the destination machine. This required knowledge of 
the type and location of all data values (in global variable, stack frame and on the heap).[2] 
 
2.1 Applications 
The traditional reasons for using Process Migration have been identified as: 
 
2.1.1. Load Sharing Among A Pool Of Processors 
For a process to obtain as much CPU time as possible, it must be executed on the processor that will provide the most instructions and 
I/O operations in the smallest amount of time. Often, this will mean that the fastest processors as well as those executing a small 
number of jobs will be the most attractive. Migration allows a process to take advantage of underutilized resources in the system, by 
moving it to a suitable machine. 
 
2.1.2. Improving Communication Performance 
If a process requires frequent communication with other processes, the cost of this communication can be reduced by bringing the 
processes closer together. This is done by moving one of the communicating partners to the same processing nodes the other (or 
perhaps to nearby processing node). 
 
2.1.3. Availability 
As machines in the network become unavailable, users would like their jobs to continue functioning correctly. Processes should be 
move away from machines that are expected to be removed from service. In most situations, the loss of the process is simply an 
annoyance, but at other times it can be disastrous ( such as an air traffic control system). Reconfiguration – while administering a 
network of computers, it is often necessary to move services from one place to another ( for example, a name server). It is undesirable 
to halt the system for a large amount of time in order to move a service. A transparent migration system will make changes of this kind 
unnoticeable. 
 
2.1.4. Utilizing Special Capabilities 
If a process will benefit from the special capabilities of a particular machine, it should be executed on that machine. For example, a 
mathematics program could benefit from the use of special math coprocessor, or an array of processors in a supercomputer. Without 
some type of migration system, the user will required to make their own decision of where to execute the process. Often users will not 
even be aware of their program’s special needs.  
 
2.1.5. Mobile Computing 
Mobile Computing is a term used to describe the use of small personal computers that can easily be carried by a person, for example, 
a laptop or handheld computer. To make full use of these systems, the user needs to be communicating with larger machines without 
being physically connected to them, normally done via wireless LANs or cellular telephones. It has been proposed that process 
migration is important in this area. For example, users may active a program on their laptop, but in order to save battery power or to 
speed up processing may later choose to transfer the running process onto a larger compute server. The process would be returned to 
the smaller machine to display result. These concepts can be extended to allow a program to move between workstations as its owner 
moves. A person may be using home computer, with large number of windows on their screen. By remotely connecting to the 
computer at their place of work, they will be able to continue executing those programs in their office. If they choose to move between 
offices, the window system (and programs) could potentially follow them. 
 
2.1.6. Wide Area Computing 
For a computer to be part of the internet, it must understand the internet communication protocols. Since there are no constraints on 
other software, such as operating systems and programming languages, an enormous amount of heterogeneity exists. The one 
limitation of global computing which will never be resolved is the propagation delay that is suffered over wide area networks. At best, 
data can only be transmitted at the speed of light, causing noticeable delays. If a program makes frequent use of remote data, its 
performance will suffer. Process migration can help alleviate this problem by moving the program close to the data, rather than 
moving the data to the program. 
Typically, the program would start executing on the user’s local machine. If it later makes frequent accesses to remote data, the 
migration system will reduce the delay be moving the process to a machine that is physically closer to the data. This makes the most 
sense in the case where the program is smaller than the data. 
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2.2. The Heterogeneous Process State Capture Problem 
A mechanism solving the heterogeneous process state capture and recovery problem must provide the ability to generate a checkpoint 
for an active process- a complete description of that process’s state and point in execution. The mechanism must also support the later 
use of that check point to restart a process with equivalent point in execution, possibly on different type of computer from the one on 
which the original checkpoint was created. Figure 1 depicts the basic operation of a heterogeneous state capture and recovery 
mechanism. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Operation of Heterogeneous State Capture and Recovery Mechanism 
 
The possibility of cross-platform restart leads to the most fundamental solution constraint: the mechanism should generate platform 
independent checkpoints – i.e. checkpoints produced on computer system of any architecture and operating system should be 
recoverable on a system of any other architecture and operating system. 
 
3. Task Migration 
A major issue of process state captures in heterogeneous computing systems is capture initiation. Current approaches incur significant 
performance overhead during normal execution of the process (i.e. when state capture/recovery is not being performed) in order to 
ensure proper initiation of state capture. This is because of their introduction of instructions into the user code, either to poll for a 
capture request, or to ensure correctness of self modifying code in the case of a poll-free mechanism. In this paper, we propose a 
fundamentally new approach to heterogeneous process state capture and recovery that achieve minimum performance  overhead 
during normal execution by obviating the introduction of such instructions. 
In the case of high- performance computing applications, the performance gain thus achieved- especially within critical loops-would 
be significant. Also, our solution is suitable for effectively enabling all potential points of equivalence present in a computation if 
minimal latency is desired. [2] 
 
3.1. The Issue of Heterogeneous Process State Capture 
A mechanism solving the heterogeneous process state capture and recovery problem must provide the ability to generate a checkpoint 
for active process – a complete description of that process’s state and point in execution- and also support the late use of that 
checkpoint to restart a process with equivalent state and at an equivalent point in execution, possibly on a different platforms from the 
one on which the original checkpoint was created [4]. A major issue of process state capture in heterogeneous computing systems is its 
initiation, once the request has been received. The process cannot simply be paused (for capturing its state) at any point of its 
execution, but can only be paused at points that have equivalent points in all the instances of the same computation on different 
platforms. 
There are many possible points of execution equivalence that can be identified in any program. But usually, not all of these candidates 
would be effectively enforced as actual points of execution equivalence. This is because, in order to ensure consistency, machine 
dependant optimizations would need to be disabling across such enable pots of equivalence, which result in performance degradation. 
The selection of the subset of points of equivalence to be enabled is based on a trade-off between the performance overhead incurred 
during normal execution and the wait-time from request to actual initiation of the capture. Also, the possibility of cross=platform 
recovery lead to the most fundamental solution constraint: the mechanism should capture the state in platform- independent manner – 
i.e., checkpoints produced on a computer system od any architecture should be recoverable on a system of any other architecture. For 
example, one straightforward approach is to use an interpreted language. In these designs, the interpreter acts as a virtual machine that 
can artificially homogenize a system composed of heterogeneous elements. Unfortunately, such schemes severely compromise 
performance since they run at least an order of magnitude slower than their native code counterparts. Therefore, in our intended 
environment, processes run on nodes, typically executing in native code form due to performance considerations. In homogeneous 
systems, process state capture and recovery mechanisms can simply and directly copy the state of the process verbatim, without 
semantic analysis and interpretation of that state. Unfortunately, in a heterogeneous environment, the state of process cannot be 
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captured using this native approach because of difference in instruction sets and data representation. To mask the varying feature of 
processes in a heterogeneous system, a state capture mechanism must examine and capture the logical internal structure and meaning 
of the process state – i.e. the logical point in execution, the call stack (or call stacks, if threads are supported), complex data structures, 
the logical structure, and contents of heap allocated memory, and all other process state must be analyzed and captured in a platform-
independent format. 
 
3.2. Related Work 
Although, process sate capture/recovery mechanism for homogeneous computing systems are well developed and can now typically 
be performed with minimum overhead and latency, much less progress has been made towards providing such functionality across 
heterogeneous architectures. Because of the additional inherent complexity i9ntroduced by heterogeneity, very few designs for such 
facilities have been developed to date. 
In applications such as process migration due to load balancing policies, or logging mechanism for fault tolerant systems, arbitrary 
long latencies would not be acceptable. In the case of load balancing, for example, the very purpose of migrating the process itself is 
to reduce the load on the system as soon as possible. For such applications with a minimal latency requirement, almost all potential 
points of equivalence present in the computation must be effectively enabled. The polling approach would not be suitable because the 
performance overhead due to persistence polling at all such points would reach severely unacceptable levels. 
 
3.3. Objectives 

 Efficiency: As a goal, in addition to providing efficient state capture and recovery, the run-time performance overhead 
introduced by the mechanism should be acceptable levels. In particular, if checkpoints are not performed during a certain 
period of execution, a process with state capture and recovery service available to it should not run significantly, slower than 
the version of the code without this service available over the same period.  

 Generality: The mechanism should be appropriate for used with a wide range of architectures and wide variety of programs 
that are written in variety of languages, and that solve the wide range of problems.  

 Suitability for Minimal Latency: The state capture mechanism should be suitable even for ensuring minimal possible latency 
(the time delay between when a capture is scheduled or requested and when a capture is actually initiated) which is the time 
taken to reach the very next possible point of equivalence in the computation. 

 Ease of Use: When possible, the mechanism should be fully automatic, requiring little of no effort on the part of the 
application programmer. Such full automation should be possible for programs expressed in a platform-independent manner, 
i.e. programs that do not rely on specific hardware or software features of certain computer systems.  

Now to implement the task migration algorithm, the following assumption should be considered first  
 
3.4. Assumptions 

 Compiler support is available for obtaining the equivalence point table.  
 Operating system support is available for obtaining the current value of the program counter for a process.  
 Machine dependent optimizations across enabled points of equivalence shall not be allowed since they must prevent the 

different complied versions of the program across heterogeneous platforms from hitting every such point consistently.  
 
3.5. State Capture Initiation Algorithm 
When a request for capture of a process’s state is received from a external agent, the following steps are carried out: 

 The current value of the program counter is obtained using operating system support.  
 The program counter value is used to identify the currently executing function and the current block (the segment of code  

between two points of equivalence containing the current instruction).  
 The following steps are carried out for ensuring that the state capture is initiated on encountering the next point of 

equivalence:  
 If the program counter is exactly at a point of equivalence, an instruction to initiate state capture is placed at the same 

point  
 If no program control instruction lies between the current point of execution and the sequentially next point of 

equivalence, an instruction to initiate state capture is placed at the sequentially next point of equivalence.  
 Else, we copy and pass control to the code fragment lying between the current point of execution and the sequentially 

next point of equivalence, with the following modifications made for each program control instruction lying within 
that fragment:  

 Code is placed in place of the program control instruction to ensure that the point of equivalence that would have been 
encountered next, if the program control instruction were allowed to execute, is registered.  

 An instruction to initiated state capture is then placed at the end of that code,  
Most importantly, the program control instruction is not allowed to actually execute- the steps that it would have carried out if it 
would have executed (for example, setting up a new activation record in the case of procedure call instructions), will be made to 
carried out, except for passing control to some point, instead of which the control is passed to the state capture mechanism. The 
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process is now “informed” to initiate the state capture as soon as possible. Once the process start executing latter, it eventually 
encounters a point of equivalence. Here, the initiation instruction (which is call to the state capture mechanism) gets executed and the 
control is thus transferred to the state capture mechanism.  
This algorithm requires that all points in the code which are possible destinations to jump instructions should be enabled as points of 
equivalence. This may not be a restrictive requirement, as optimizations would anyway not be performed across jump destinations to 
preserve program correctness. [4]  
 
3.6. State Capture Algorithm  
 
3.6.1. Once the Control Is Transferred To the State Capture Mechanism Function, the Following Task Are Performed Initially 

 The point of equivalence at which and the interrupted function within which) capture has been initiated is noted.  
 The return address of the current activation record is replaced by the address of the saving epilogue of the interrupted 

function. Finally, a return is performed so that control is passed to that saving epilogue.  
 
3.6.2. The Saving Epilogue Performs the Following Tasks 

 Save the local variable and actual parameters present in the current activation record.  
 Identify the caller of the current function using the return address available in the current activation record. The point of 

equivalence preceding the point of execution of the calling function is noted.  
 The return address of the current activation record is replaced by the address of the saving epilogue of the caller function. 

Next, a return is performed so that control is passed to the caller’s saving epilogue.  
 

3.6.3. Step B Is Repeated Until All Activations Are Saved 
 
3.6.4. When the bottom of the activation history stack is reached, the epilogue also performs the saving of the static (global) data and 
the heap data 
While saving activation, static or heap data, the state of pointer is captured according to its logical meaning (i.e., the data object or 
code point to which it is pointing) rather than its value indicating the physical address [8, 9, and 10]. In order to identify the data 
object being pointed, given physical address, we required one of the following:  

 Compiler-support in terms of information about the positions of global within the global data area and the activation record 
structures of the various functions, as well as run-time support only for registering heap data.  

 Run-time support for registering local, global and heap data.  
For all other data types, the data is copied verbatim into the checkpoint. [4]  
 
3.7. State Recovery Algorithm  
Once a new process has been created on the destination machine, the following steps are carried out to perform the process state 
recovery:  
 
3.7.1. A Jump Instruction with Destinations as the Corresponding Restoring Epilogue Is Placed At the Entry Point of Each Function 
Present In the Program  
 
3.7.2. When the First Activation Record (For The Base Function) Is Created, The Corresponding Epilogue Will Restore The Static 
(Global) And Heap Data From The Check Point File 
 
3.7.3.The Restoring Epilogue Performs The Following Tasks 

 Restore the local variables and actual parameters into the current activation record.  
 If there are no more activations to be restored: The original entry point of each function is restored back.  
 A jump takes place to the point in the destination’s object code corresponding to the point of equivalence (at which this 

function activation’s execution was frozen) noted during state capture.  
 
3.7.4. Step C Is Repeated Until All Activations Have Been Restored 
This happens automatically since the point to which the jump takes place will contain a call instruction until all the activations record 
have been restored. (Once all the activations have been restored, the original function entry points are restored and control is 
transferred to the point of equivalence at which the state capture had been initiated). [4]  
The process finally resumes normal execution. Again, while restoring the activation, static or heap data, the state of pointer is mapped 
back from its logic meaning to its value indicating the physical address on this machine. For all other data types, the source data 
copied into the checkpoint in now translated accordingly into the destination architecture data format mapping functions, if necessary. 
This is in accordance with the “receiver makes right” policy. This policy has the advantage that only one translation needs to be done 
(by the receiver) and there is no need for any intermediate data format representation. Also, if the state is to be recovered on the same 
architecture as the source, there is no need for any translation at all.  
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4. Conclusion  
This paper presents an approach to process state capture and recovery in heterogeneous computing systems that achieve minimum 
performance overhead during normal execution of the process. The solution presented, being poll-free, is suitable even for an 
application desiring minimal latency as it can afford to effectively enable all potential points of equivalence present in a computation. 
Also high performance computing applications can perform significantly better due to the reduced performance overhead, especially 
within critical loops.  
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