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1. Introduction 
Data mining and knowledge discovery from data bases has received much attention in recent years. Data mining, the extraction of 
hidden predictive information from large databases, is a powerful new technology with great potential to help companies focus on 
the most important information in their data warehouses. Knowledge Discovery in Databases (KDD) is the non-trivial process of 
identifying valid, previously unknown and potentially useful patterns in data. These patterns are used to make predictions or 
classifications about new data, explain existing data, summarize the contents of a large database to support decision making and 
provide graphical data visualization to aid humans in discovering deeper patterns. Data mining is the process of revealing 
nontrivial, previously unknown and potentially useful information from large databases. Discovering useful patterns hidden in a 
database plays an essential role in several data mining tasks, such as frequent pattern mining, weighted frequent pattern mining, 
and high utility pattern mining. Among them, frequent pattern mining is a fundamental research topic that has been applied to 
different kinds of databases, such as transactional databases, streaming databases, and time series databases, and various 
application domains, such as bioinformatics, Web click-stream analysis, and mobile environments. In view of this, utility mining 
emerges as an important topic in data mining field. Mining high utility itemsets from databases refers to finding the itemsets with 
high profits. Here, the meaning of itemset utility is interestingness, importance, or profitability of an item to users. Utility of items 
in a transaction database consists of two aspects:-  

 The importance of distinct items, which is called external utility, and  
 The importance of items in transactions, which is called internal utility.  

Utility of an itemset is defined as the product of its external utility and its internal utility. An itemset is called a high utility 
itemset. If its utility is no less than a user-specified minimum utility threshold; otherwise, it is called a low-utility itemset. 
Here we are discussing some basic definitions about utility of an item, utility of itemset in transaction, utility of itemset in 
database and also related works and define the problem of utility mining and then we will introduce related strategies. Given a 
finite set of items I= {i1, i2, i3…im} each item ip(1≤p≤m) has a unit profit pr(ip). An itemset X is a set of k distinct items I= {i1, i2, 
i3…ik} , where ij I, 1≤j≤k. k is the length of X. An itemset with length k is called a k itemset. A transaction database D ={T1; T2; . 
. . ; Tn } contains a set of transactions, and each transaction Td( 1≤d≤n) has a unique identifier d, called TID. Each item ip in 
transaction Td is associated with a quantity q(ip,Td), that is, the purchased quantity of ip in Td. 

 Definition 1: Utility of an item ip in a transaction Td is denoted as u(ip, Td) and defined as pr(iP)×q(ip,Td) 
 Definition 2: Utility of an itemset X in Td is denoted as U(x, Td) and defined as Σip⋴X∨X⊆Tdu(ip,Td) 
 Definition 3: Utility of an itemset X in D is denoted as u(X) and ΣX⊆Td∧Td⊆D u(X,Td) 
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Abstract: 
In this paper, discovery of itemsets with high utility like profits. Many algorithms have been proposed that having problem of 
producing a large number of candidate itemsets for high utility itemsets. Such a large number of candidate itemsets degrades the 
mining performance in terms of execution time and space requirement. This situation is difficult when the database contains lots 
of long transactions or long high utility itemsets. In this paper, we propose two algorithms, namely utility pattern growth (UP-
Growth) and UP-Growth+, for mining high utility itemsets with a set of effective strategies for pruning candidate itemsets. 
Information of high utility itemsets maintained in Up-tree, candidate itemsets can be generated efficiently with only two scans of 
database. Experimental results show that the proposed algorithms, especially UP Growth+, not only reduce the number of 
candidates effectively but also outperform other algorithms substantially in terms of runtime, especially when databases contain 
lots of long transactions. 
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 Definition 4: An itemset is called a high utility itemset if its utility is no less than a user-specified minimum utility 
threshold or low-utility itemset represented by min-util. 

                       
 
 
 
 
 
 
 
 

 
 
 
 
 

Table 1: An Example Database 
 

 
 
 
 

Table 2: Profit Table 
 
From table 1 and 2 
u ({A,T1})=5×1=5 
u({AD,T1})=u({A,T1})+u({D,T1})=5+2=7 
u ({AD})=u({AD,T1})+u({AD,T3})=7+17=24 
u ({BD})=u({BD,T3})+u({BD,T4})=16+18=34 
 
2. Motivation 
Our motivation for this project was to application spectrum is wide in many real-life applications and is an important 
research issue in data mining area. Utility mining emerges as an important topic in data mining field. Here high utility 
item sets mining refers to importance or profitability of an item to users.  Number of algorithms like apriori (level – wise 
search) has been proposed in this area, they cause the problem of generating a large number of candidate itemsets. That 
will lead to high requirement of space and time and so that performance will be less .It is not at all good when the 
database contains transactions having long size or high utility itemsets which also having long size. Mining high utility 
item sets from databases refers to finding the itemsets with high profits. Here, the meaning of item set utility is 
interestingness, importance, or profitability of an item to users. 
 
2.1. Problems with Existing System 

 Existing methods often generate a huge set of PHUIs and their mining performance is degraded consequently. 
 The huge number of PHUIs forms a challenging problem to the mining performance since the more PHUIs the 

algorithm generates, the higher processing time it consumes. 
The Proposed strategies can not only decrease the overestimated utilities of PHUIs but greatly reduce the number of 
candidates. Different types of both real and synthetic data sets are used in a series of experiments to the performance of 
the proposed algorithm with state-of-the-art utility mining algorithms. Experimental results show that UP-Growth and 
UP-Growth+ outperform other algorithms substantially in term of execution time, especially when databases contain lots 
of long transactions or low minimum utility thresholds are set. The major three steps of proposed methods are: 1) Double 
scan the database to construct the global UP-Tree. 2) From global UP- Tree and local UP-Trees by UP-Growth generate 
the potential high utility itemsets recursively or by UP-Growth+.3) From the set of PHUIs identify actual high utility 
item set. 
 
3.  Literature Review 
Several researchers have done the research in many areas: 

 R. Agrawal et al in [2] proposed Apriori algorithm, it is used to obtain frequent itemsets from the database. In 
miming the association rules we have the problem to generate all association rules that have support and 
confidence greater than the user specified minimum support and minimum confidence respectively. The first 
pass of the algorithm simply counts item occurrences to determine the large 1-itemsets. First it generates the 
candidate sequences and then it chooses the large sequences from the candidate ones. Next, the database is 
scanned and the support of candidates is counted. The second step involves generating association rules from 
frequent itemsets. Candidate itemsets are stored in a hash-tree. The hash-tree node contains either a list of 
itemsets or a hash table. Apriori is a classic algorithm for frequent itemset mining and association rule learning 
over transactional databases. After identifying the large itemsets, only those itemsets are allowed which have 
the support greater than the minimum support allowed. Apriori Algorithm generates lot of candidate item sets 
and scans database every time. When a new transaction is added to the database then it should rescan the entire 
database again. 

 

TID Transaction TU 
T1 (A,1) (C,10) (D,1) 17 
T2 (A,2) (C,6) (E,2) (G,5) 27 
T3 (A,2) (B,2) (D,6) (E,2) (F,1) 37 
T4 (B,4) (C,13) (D,3) (E,1) 30 
T5 (B,2) (C,4) (E,1) (G,2) 13 
T6 (A,1) (B,1) (C,1) (D,1) (H,2) 12 

Profit 5 2 1 2 3 5 1 1 
Item A B C D E F G H 
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 J. Han et al in [6] proposed frequent pattern tree (FP-tree) structure, an extended prefix tree structure for storing 
crucial information about frequent patterns, compressed and develop an efficient FP-tree based mining method 
is Frequent pattern tree structure. Pattern fragment growth mines the complete set of frequent patterns using the 
FP-growth. It constructs a highly compact FP-tree, which is usually substantially smaller than the original 
database, by which costly database scans are saved in the subsequent mining processes. It applies a pattern 
growth method which avoids costly candidate generation. FP-growth is not able to find high utility itemsets. 

 Liu et al in [10] proposes a Two-phase algorithm for finding high utility itemsets. The utility mining is to 
identify high utility itemsets that drive a large portion of the total utility. Utility mining is to find all the itemsets 
whose utility values are beyond a user specified threshold. Two-Phase algorithm, it efficiently prunes down the 
number of candidates and obtains the complete set of high utility itemsets. We explain transaction weighted 
utilization in Phase I, only the combinations of high transaction weighted utilization itemsets are added into the 
candidate set at each level during the level-wise search. In phase II, only one extra database scan is performed 
to filter the overestimated itemsets. Two-phase requires fewer database scans, less memory space and less 
computational cost. It performs very efficiently in terms of speed and memory cost both on synthetic and real 
databases, even on large databases. In Two-phase, it is just only focused on traditional databases and is not 
suited for data streams. Two-phase was not proposed for finding temporal high utility itemsets in data streams. 
However, this must rescan the whole database when added new transactions from data streams. It need more 
times on processing I/O and CPU cost for finding high utility itemsets. 

 Shankar [11] presents a novel algorithm Fast Utility Mining (FUM) which finds all high utility itemsets within 
the given utility constraint threshold. To generate different types of itemsets the authors also suggest a 
technique such as Low Utility and High Frequency (LUHF) and Low Utility and Low Frequency (LULF), High 
Utility and High Frequency (HUHF), High Utility and Low Frequency (HULF). 

 
4. Methodology 
There are four main methods used for mining high utility itemsets from transactional databases that are given as follows: 
 
4.1. Data Structure 
A compact tree structure, UP-Tree, is used for facilitate the mining performance and avoid scanning original database 
repeatedly. It will also maintain the transactions information’s and high utility itemsets. 
  
4.2. UP-Growth Mining Method 
After construction of global UP tree, mining UP-Tree by FP-Growth for generating PHUIs will generate so many 
candidates in order to avoid that UP-Growth method is used with two strategies: One is discarding unpromising items 
during constructing a local UP-Tree. Another is discarding local node utilities. 
 
4.3. An Improved Mining Method: UP-Growth+ 
UP-Growth achieves better performance than FP-Growth by using DLU and DLN to decrease overestimated utilities of 
itemsets. However, the overestimated utilities can be closer to their actual utilities by eliminating the estimated utilities 
that are closer to actual utilities of unpromising items and descendant nodes. In this section, we propose an improved 
method, named UP-Growth+, for reducing overestimated utilities more effectively. In UP-Growth, minimum item utility 
table is used to reduce the overestimated utilities. In UP-Growth+, minimal node utilities in each path are used to make 
the estimated pruning values closer to real utility values of the pruned items in database. 
 
4.4. Efficiently Identify High Utility Itemsets 
After finding all PHUIs, the third step is to identify high utility itemsets and their utilities from the set of PHUIs by 
scanning original database once [3], [11]. However, in previous studies, two problems in this phase occur: 1) number of 
HTWUIs is too large; and (2) scanning original database is very time consuming. In our framework, overestimated 
utilities of PHUIs are smaller than or equal to TWUs of HTWUIs since they are reduced by the proposed strategies. 
Thus, the number of PHUIs is much smaller than that of HTWUIs. Therefore, in phase II, our method is much efficient 
than the previous methods. Moreover, although our methods generate fewer candidates 
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Figure 1:  Architectural Diagram 

 
5. Data Flow Diagram 
The above diagram depicts the complete chain process of calculating and displaying the high utility itemsets. In this 
comparing with threshold value gives the frequent utility item sets as the results. 
 

 
Figure 2: Data Flow Diagram 

 
6. Observations 
Experimental results show that the proposed methods outperform the state-of-the-art algorithms almost in all cases on 
both real and synthetic data sets. The reasons are described as follows. First, node utilities in the nodes of global UP-Tree 
are much less than TWUs in the nodes of IHUP-Tree since DGU and DGN effectively decrease overestimated utilities 
during the construction of a global UP-Tree. Second, UP-growth and UP-Growth+ generate much fewer candidates than 
FP-growth since DLU, DLN, DNU, and DNN are applied during the construction of local UP Trees. By the proposed 
algorithms with the strategies, generations of candidates in phase I can be more efficient since lots of useless candidates 
are pruned. Third, generally, UP-Growth+ outperforms UP-Growth although they have tradeoffs on memory usage. The 
reason is that UP-Growth+ utilizes minimal node utilities for further decreasing overestimated utilities of itemsets. Even 
though it spends time and memory to check and store minimal node utilities, they are more effective especially when 
there are many longer transactions in databases. In contrast, UP-Growth performs better only when min_util is small. 
This is because when number of candidates of the two algorithms is similar, UP-Growth+ carries more computations and 
is thus slower. Finally, high utility itemsets are efficiently identified from the set of PHUIs which is much smaller than 
HTWUIs generated by IHUP. By the reasons mentioned above, the proposed algorithms UP-Growth and UP-Growth+ 
achieve better performance than IHUP algorithm. 
 
6.1. Applications 

 Website click stream analysis, 
 Business promotion in chain hypermarkets, 
 Cross marketing in retail stores, 
 Online e-commerce management, 
 Mobile commerce environment planning and 
 Even finding important patterns in biomedical applications. 

 
6.2. Advantages 

 Two algorithms, named Utility pattern growth(UP Growth)and UP-Growth+, and  a compact tree structure, 
called utility pattern tree(UP-Tree),for discovering high utility item sets and maintaining important information 
related to utility patterns within databases are proposed.  
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 High-Utility item sets can be generated from UP-Tree efficiently with only two scans of original databases. 
Several strategies are proposed for facilitating the mining process of UP-Growth+ by maintaining only essential 
information in UP-Tree. 

 By these Strategies, overestimated utilities of candidates can be well reduced by discarding utilities of the items 
that cannot be high utility or are not involved in search space. 

 
6.3. Disadvantages 

 The UP-Tree algorithm stores all transactions in the database as a tree using two scans. 
 It occupies a lot of memory. 
 Tree searching process is slow. 

 
7. Conclusion 
In this paper, we have proposed two algorithms named UP-Growth and UP-Growth+ for mining high utility itemsets 
from transaction databases. A data structure named UP-Tree was proposed for maintaining the information of high utility 
itemsets. PHUIs can be efficiently generated from UP-Tree with only two database scans. Moreover, we developed 
several strategies to decrease overestimated utility and enhance the performance of utility mining. Comparison results 
show that the strategies considerably improved performance by reducing both the search space and the number of 
candidates. Proposed algorithms, especially UP-Growth+, outperform the stateof-the-art algorithms substantially 
especially when databases contain lots of long transactions or a low minimum utility threshold is used. 
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