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1. Introduction 
Action recognition is of central importance in computer vision with many applications in visual surveillance, human computer 
interaction and entertainment, among others. Object recognition is one of the core problems in computer vision, and it is a very 
extensively investigated topic. Applications such as video database, virtual reality interfaces, and smart surveillance systems all have 
in common tracking and interpreting human activities. Indoor surveillance provides information about areas such as building lobbies, 
hallways, and orcas. Monitoring in lobbies and hallways include detection of people depositing things (unattended luggage in an 
airport lounge), removing things (theft) or loitering. Outdoor surveillance includes tasks such as monitoring of a site for intrusion or 
threats from vehicle (e.g., car bombs). In these applications, people are the key element of the system. The ability to detect and track 
people with their body parts is therefore an important problem. In most of the suggested schemes, the object detected is accompanied 
with misclassified foreground objects due to illumination variation or motion in the background. The suggested background model 
initially determines the nature of each pixel as stationary or non-stationary and considers only the stationary pixels for background 
model formation. In the background model, for each pixel location a range of values is defined. Subsequently, in object extraction 
phase our scheme employs a local threshold, unlike the use of global threshold in conventional schemes. The main contribution of this 
paper is an approach for action recognition based on Shape-Motion Prototype-Based approach. 
 
2. Related Works 
Feature extraction methods for activity recognition can be roughly classified into four categories: geometry-based [4],[5], [6], motion-
based [7], [8], [9], [10], appearance-based [4],[11], [12], and space-time feature-based [13], [14], [15].The geometry-based approaches 
recover information about human body configuration, but they often heavily rely on object segmentation and tracking, which is 
typically difficult and time consuming. The motion-based approaches extract optical flow features for recognition, but they rely on 
segmentation of the foreground for reducing effects of background flows. The appearance-based approaches use shape and contour 
information to identify actions, but they are vulnerable to cluttered complex backgrounds. The space time feature-based approaches 
either characterize actions using global space-time 3D volumes or more compactly using sparse space-time interest points.  
From the existing literature, it is observed that most of the simple schemes are ineffective on videos with illumination variations, 
motion in the background, and dynamically textured indoor and outdoor environment, etc. Keeping this in view, we suggest here a 
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Abstract: 
Object detection and tracking in video is a challenging problem and recognizing human activities from video are one of the most 
promising applications of computer vision. In this paper, we present a general framework to jointly segmenting and recognizing 
videos of human action sequences. Hence, we use two approaches: (i) Intensity Range Based Background Subtraction (ii) Shape-
Motion Prototype-Based approach. Here first one defines an intensity range for each pixel location in the background to 
accommodate illumination variation as well as motion in the background and second one is introduced for action recognition. It 
performs recognition efficiently via tree-based prototype matching and look-up table indexing. It captures correlations between 
different shape and motion by learning action prototypes in a joint feature space. It also ensures global temporal consistency by 
dynamic sequence alignment. 
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simple scheme called Local Illumination based Background Subtraction (LIBS) that models the background by defining an intensity 
range for each pixel location in the scene. Motivated by these issues, we introduce an efficient, prototype-based approach for action 
recognition. It’s global temporal consistency by dynamic sequence alignment. In addition, it has the advantage of tolerating complex 
dynamic  

 

 

Figure 1: Overview of our approach 
 
Backgrounds due to median-based background motion compensation and probabilistic frame-to prototype matching.  
 
3. Proposed Scheme 
The block diagram of our approach is shown in Fig. 1. Local Illumination based Background Subtraction (LIBS) that models the 
background by defining an intensity range for each pixel location in the scene. Subsequently, a local thresholding approach for object 
extraction is used. During training, an action prototype tree is learned in a joint shape and motion space via hierarchical K-means 
clustering and each training sequence is represented as a labeled prototype sequence; then a look-up table of prototype-to-prototype 
distances is generated. During testing, based on a joint probability model of the actor location and action prototype, the actor is tracked 
while a frame-to-prototype correspondence is established by maximizing the joint probability, which is efficiently performed by 
searching the learned prototype tree; then actions are recognized using dynamic prototype sequence matching. Distance measures used 
for sequence matching are rapidly obtained by look-up table indexing, which is an order of magnitude faster than brute-force 
computation of frame-to-frame distances. 
 
3.1. LIBS Scheme 
The LIBS scheme consists of two stages. The first stage deals with finding the stationary pixels in the frames required for background 
modeling, followed by defining the intensity range from those pixels. In the second stage a local threshold based background 
subtraction method tries to find the objects by comparing the frames with the established background. 
LIBS uses two parameters, namely, window size (an odd length window) and a constant for its computation. The optimal values are 
selected experimentally. Both stages of LIBS scheme are described as follows. 
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3.1.1. Development of Background Model 
Conventionally, the first frame or a combination of first few frames is considered as the background model. However, this model is 
susceptible to illumination variation, dynamic objects in the background, and also to small changes in the background like waving of 
leaves etc. 
 
3.1.2. Extraction of Foreground Object 
After successfully developing the background model, a local thresholding based background subtraction is used to find the foreground 
objects. A constant is considered that helps in computing the local lower threshold and the local upper threshold. These local 
thresholds help in successful detection of objects suppressing shadows if any. The steps of the Algorithm are outlined in Algorithm 2. 
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3.2. Shape-Motion Prototype 
During training, action interest regions are first localized and shape-motion descriptors are computed from them. Next, action 
prototypes are learned as the cluster centers of K-means clustering, and each training sequence is mapped to a sequence of learned 
prototypes. Finally, a binary prototype tree is constructed via hierarchical K-means clustering using the set of learned action 
prototypes. In the binary tree, each leaf node corresponds to a prototype.During testing, humans are first detected and tracked using 
appearance information, and a frame-to-prototype correspondence is established by maximizing a joint probability of the actor 
location and action prototype. Given the rough location of the actor by appearance-based tracking, joint optimization is performed to 
refine the location of the actor and identify the corresponding prototype. Then, actions are recognized based on dynamic prototype 
sequence matching. Distances needed for matching are rapidly obtained by look-up table indexing, which is an order of magnitude 
faster than the brute-force computation of frame-to-frame distances. Our main contributions are threefold:  A prototype-based 
approach is introduced for robustly detecting and matching prototypes, and recognizing actions against dynamic backgrounds. Actions 
are modeled by learning a prototype tree in a joint shape-motion space via hierarchical K-means clustering.  Frame-to-frame distances 
are rapidly estimated via fast prototype tree search and look-up table indexing. 
 
3.2.1. Shape-Motion Descriptor 
A shape descriptor for an action interest region is represented as a feature vector by dividing the action interest region into ns square 
grids (or subregions) R1 . . .Rns . Given the shape observations from background subtraction (when the camera and background are 
static) or from appearance likelihood maps (for dynamic cameras and background).  
 

 
 

 

Figure 3 

 
3.2.2. Shape-Motion Prototype Tree 
Given the set of shape-motion descriptors for all frames of the training set, we perform K-means clustering in the joint shape-motion 
space using the Euclidean distance for learning the action prototypes. The cluster centers are then used as the action prototypes. In 
order to rapidly construct frame-to-prototype correspondence similar to the online matching of shape exemplar by tree traversal we 



   www.ijird.com                                             January, 2014                                             Vol 3 Issue 1 
  

INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH & DEVELOPMENT Page 326 
 

build a binary prototype tree over the set of prototypes based on hierarchical K-means clustering and traverse the tree to find the 
nearest neighbor prototype for any given test frame (i.e., observation V) and hypothetical actor location, during testing. 
During tree construction, an initial 2-means clustering process is run on the action prototypes to partition the entire set of prototypes 
into two groups. Then, the same procedure is applied recursively to each group. This process will generate a quantization tree for 
finding nearest prototypes (leaf nodes). During testing, each query descriptor is passed down the tree by comparing the two candidate 
cluster centers at each level and then choosing the closest one. This matching process continues until it arrives at a leaf node. 
Examples of action prototypes and a binary prototype tree are shown in Fig. 4. We construct a prototype-to-prototype (pairs of leaf 
nodes) distance matrix which is computed offline in the training phase, and use it as a lookup table to speed up the action recognition 
process. 
 
3.3. Action Recognition 
The action recognition process is divided into two steps: frame-to-prototype matching and prototype-based sequence matching. 
The conditional probability is decomposed into a prototype matching term (prototype likelihood given the actor location) and an actor 
localization term: 
 

 
 
Based on the tracking information, the actor localization term is modeled as follows: 
 

 
 
We model a prototype matching term as 
 

 
 
Where d represents the Euclidean distance between the Descriptor determined by observation V at location, and the descriptor of the 
prototype. 
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Figure 4 
 
4. Conclusion 
In this work we have proposed a simple but robust scheme of background modeling and local threshold based object detection. In 
general, it is observed that the suggested scheme outperforms others and detects objects in all possible scenarios considered. Our 
approach is both accurate and efficient for action recognition, even when the action is viewed by a moving camera and against a 
possibly dynamic background. This good performance is mostly due to the fact that our approach captures correlations between shape 
and motion by learning action prototypes in the joint feature space, and secondarily because it ensures global temporal consistency by 
dynamic sequence alignment. 
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