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1. Introduction 
The detection of humans in images and videos especially is an important problem for computer vision and pattern recognition. A 
robust solution to this problem would have various applications to autonomous driving systems, video surveillance, image retrieval, 
robotics, and entertainment. In general, the goal of pedestrian detection is to determine the presence of humans in images and videos 
and return information about their position. Human detection is a challenging task in many fields because as humans are highly 
deformable objects whose appearance depends on numerous factors: 

 variability of appearance of human  due to the size, color and texture of the clothes, or due to the accessories (umbrellas, bags 
etc) that pedestrians may carry 

 irregularity of shape: pedestrians may have different heights, weights 
 variability of the environment in which they appear (usually pedestrians exist in a cluttered background in complex scenarios 

whose look is influenced by illumination or by weather conditions) 
 Variability of the actions they may perform and positions they may have (run, walk, stand, shake hands etc). 

In existing human detection methods, feature representation and classifier design are two main problems being investigated. Visual 
feature descriptors have been proposed for human detection including Haar-like features , HOG, v-HOG, Gabor filter based cortex 
features , covariance features , Local Binary Pattern (LBP) [19] , HOG-LBP [20], Edgelet [21], Shapelet [22], Local Receptive Field 
(LRF) [23], Multi-Scale Orientation (MSO) [24], Adaptive Local Contour [25], Granularity-tunable Gradients Partition (GGP) 
descriptors [26], pose-invariant descriptors [27], Practical Swarm Optimization[16]  . 
Recently, histogram of oriented gradients (HOG) and region covariance features are preferred for pedestrian detection. It has been 
shown that they outperform those previous approaches. HOG is a gray level image feature formed by a set of normalized gradient 
histograms. 
Shape and appearance of object can be well defined by the distribution of local intensity gradients or intensity gradients. HOG features 
are calculated by taking orientation histogram of edge intensity in a local region or block [1]. A HOG feature vector represents the 
local shape of object, giving edge information at plural cell. For the flatter regions like ground or wall of a building, the histogram of 
oriented gradients has the flatter distribution. In the border between object and background, one of the elements in the histogram has 
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larger value and it indicates the direction of edge. The total number of  HOG features are more and redundant. Hog features can be 
applied effectively for the classification of object having specific shape or appearance such as face, humans, bicycle, motor car etc, 
because they are based on the information on the edge. 
Linear SVM is the most popular classifier with several reported landmark works for human detection. The reasons we selection of 
SVM classifiers is that, it is easy to train and, unlike neural networks, the global optimum is guaranteed. The extracted features on 
labeled samples are usually fed into a classifier for training. However, when we need to detect multi-view and multi-posture humans 
simultaneously in a video system, the performance of a linear SVM often drops significantly. It is observed in experiments that 
humans of continuous view and posture variations form a manifold, which is difficult to be linearly classified from the negatives. An 
algorithm that requires multi-view and multi-posture humans to be correctly classified by a linear SVM in the training process often 
leads to over-fitting. Some non-linear classification methods such Kernel SVMs are options to handle this problem, but they are 
generally much more computationally expensive than linear methods [2]. The PL-SVM used the piecewise discriminative function to 
construct the non-linear classification boundary that can discriminate the multiple positive subclasses from the negative class.       
PL-SVM is group of several linear SVM. 
 

 
Figure 1: An overview of our feature extraction and object detection chain. The detector window is tiled with a grid of overlapping blocks in 

which Histogram of Oriented Gradient feature vectors are extracted. The combined vectors are fed to a linear SVM for object/non-object 
classification. The detection window is scanned across the image at all positions and scales, and conventional non-maximum suppression is 

run on the output pyramid to detect object instances, but this paper concentrates on the feature extraction process. 
 
2. Overview of Method 
Navneet Dalal and Bill Triggs algorithm on Histogram of Oriented Gradients (HoG) is based on evaluating well-normalized local 
histograms of image gradient orientations in a dense grid [1]. The basic idea is that local object appearance and shape can often be 
characterized rather well by the distribution of local intensity gradients or edge directions, even without precise knowledge of the 
corresponding gradient or edge positions. In practice this is implemented by dividing the image window into small spatial area called 
as ‘cell’, for each cell accumulating a local 1-D histogram of gradient directions or edge orientations over the pixels of the cell [1]. 
The combined histogram entries form the representation. For better invariance to illumination, shadowing, etc., it is also useful to 
contrast-normalize the local responses before using them. This can be done by accumulating a measure of local histogram energy over 
the larger spatial regions called as ‘block’. We will refer to the normalized descriptor blocks as Histogram of Oriented Gradient 
(HOG) descriptors [1]. 
 
3. Human Detection 
The detection of human body based on HOG includes the following six steps: gamma correction and normalization in RGB space, 
gradient calculation, statistical analysis of gradients of a cell, normalization of block, generation of vector, and classification based on 
SVM. 
 
3.1. Gamma and Color Normalization 
We use exponential gamma correction function to remove the effect of ambient disturbance gradients of a cell, normalization of block, 
generation of vector, and classification based on SVM. 
 
3.2. Gradient Computation 
For gradient computation, first the gray scale image is filtered to obtain x and y derivatives of pixels using conv2 (image,filter,’same’) 
method with those kernels: 
 
Ix = [ -1       0       1 ]        
and 
Iy = [ -1      0       1 ]T 
After calculating x,y derivatives (Ix and Iy), the magnitude and orientation of the gradient is also computed: 
Magnitude= │G│= (Ix

2  + Iy
2 )^0.5 

Ө = arctan ( Iy / Ix ) 
One thing to note is that, at orientation calculation rad2deg(atan2(val)) method is used, which returns values between [-180°,180°]. 
Since unsigned orientations are desired for this implementation, the values which are less than 0° is summed up with 180°. 
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Figure 2: (a) Original image containing human in upright position 

(b) Horizontal gradient of the original image (c) Vertical gradients of the original image. 
 
3.3. Orientation Binning 
The next step is the fundamental nonlinearity of the descriptor. Each pixel calculates a weighted vote for an edge orientation 
histogram channel based on the orientation of the gradient element centered on it, and the votes are accumulated into orientation bins 
over local spatial regions that we call cells. Cells can be either rectangular or radial (log-polar sectors). The orientation bins are evenly 
spaced over 0-1800 (“unsigned” gradient) or 0-3600 (“signed” gradient) [1]. 
To reduce aliasing, votes are interpolated bilinearly between the neighboring bin centers in both orientation and position. The vote is a 
function of the gradient magnitude at the pixel, either the magnitude itself, its square, its square root, or a clipped form of the 
magnitude representing soft presence/ absence of an edge at the pixel. 
 

 
Figure 3: Histogram of orientation gradients.   (a) 64 × 128 detection window (the biggest rectangle) in an image. 
(b) 16 × 16 blocks consists of four cells.  (c) Histograms of orientation gradients corresponding to the four cells. 

 
3.4. Descriptor Blocks 
In order to account for changes in illumination and contrast, the gradient strengths must be locally normalized, which requires 
grouping the cells together into larger, spatially connected blocks [5]. The HOG descriptor is then the vector of the components of the 
normalized cell histograms from all of the block regions. These blocks typically overlap, meaning that each cell contributes more than 
once to the final descriptor. 
 

 
Figure 4: Rectangular HOG 

 
Two main block geometries exist: rectangular R-HOG blocks and circular C-HOG blocks. R-HOG blocks are generally square grids, 
represented by three parameters: the number of cells per block, the number of pixels per cell, and the number of channels per cell 
histogram [6]. In this implementation we have used 2x2 cell blocks of 8x8 pixel cells with 9 bin histogram channels. 
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3.5. Block Normalization 
For better invariance to illumination and noise, a normalization step is usually used after calculating the histogram vectors. Four 
different normalization schemes have been proposed: L2-norm, L2-Hys, L1-sqrt, and L1-norm. This analysis used the L2-norm 
scheme due to its better performance: 
v  v /( || v ||22 +ε2 )^0.5 
Where ε is a small positive value used for some regularization when an empty cell is taken into account and  v stands for the 
characterization vector [8]. 
 
3.6. Detector Window 
Detector window size is 64x128 pixels. Our detection window result in 8 x 16 cells and 7 x 15 R-HOG blocks, since the blocks are 
overlapping. Each R-HOG block has 2 x 2 cells, which also has 1 x 9 histogram vector each. So the overall size of window is 7 x 15 x 
2 x 2 x 9. Therefore, the feature vector size is of 3780. Our detection window includes about 16 pixels of margin around the person on 
all four sides. This border provides a significant amount of context that helps detection. 
 
4. Support Vector Machine 
Large margin classifiers have demonstrated their advantages in many vision tasks. SVM is one of the popular large margin classifiers 
which has a very promising generalisation capability. Linear SVM is best understood and simplest to apply [11,12]. 
In our experiment, SVM is used for comparison.SVM is used for training. It is effective for learning with small sampling in high-
dimensional spaces. The objective in SVM is to find a decision plane that maximizes the interclass margin [12]. 
The PL-SVM consists of multiple linear SVMs and has the ability to do non-linear classification. In the application of the PL-SVM to 
human detection, each linear SVM of the PL-SVM is responsible for one cluster of humans in a specific view or posture. All the linear 
SVMs combined can well tackle the multi-view and multi-posture detection problem. We have proposed a PL-SVM training algorithm 
that can automatically divide the feature space and train the PL-SVM with the margins of the linear SVMs increased iteratively. 
 

 
Figure 5: Examples of positive and negative samples from INRIA image dataset 

 
5. Experimental Results 
For the human detection the INRIA human images database is used. INRIA dataset contain single human centred images. This database 
consists of 2416 positive training and 912 negative training images.    It consists of 1126 positive and 300 negative testing images. 
The performance of detector is evaluated for various performance parameters and cross validation accuracy is calculated. The image is 
split in to the 2×2 pixel cell, 4×4 pixel cell and 8×8 pixel cell. It gives better results for the 8×8 pixel cell because it better describes the 
orientation of gradients at the edge. The cross validity accuracy is more in 64×128 pixels detection window than other detection window 
because it considers the human body ratio and well fitted for the cantered image INRIA database. The comparison of the cross 
validation accuracy for PL-SVM is shown in the result tables. 
We have compared the cross validation accuracy for the various SVM kernels and compared the results with PL-SVM. Non-linear SVM 
kernels perform best when the features are less. For the classification of human the features are more and linear SVM is better suited for 
it. But sometimes the linear SVM becomes ambiguous for some specific pose of humans and thus results in wrong classification. This 
can be avoided by forming the various clusters of human poses using linear SVM. In PL-SVM each cluster is dedicated to specific pose 
of human. Problem of linear SVM is tackled by PL-SVM to get better cross validation accuracy. 
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Cell size Error rate ( % ) 

2×2 pixel 3.15 % 
4×4 pixel 1.92 % 
8×8 pixel 1.43 % 

Table 1: Cross validation results for various cell sizes 
 

Bin size Error rate ( % ) 

4 bin (0 – 180 degree) 6.43 % 
6 bin (0 – 180 degree) 4.53 % 
9 bin (0 – 180 degree) 1.43 % 

Table 2: Cross validation results for various orientation bin sizes 
 

Detector window size Error rate ( % ) 

46 × 112 pixel 6.35 % 
56 × 120 pixel 4.13 % 
64 × 128 pixel 1.43 % 

Table 3: Cross validation results for various detection window sizes 
 

SVM Kernel Function Error rate ( % ) 

Linear - SVM 4.75 % 
Polynomial - SVM 9.53 % 
Quadratic - SVM 9.26 % 

MLP - SVM 12.13 % 
PL - SVM 1.43 % 

Table 4: Cross validation results for various SVM Kernels 
 
6. Conclusion 
In this paper, we proposed efficient implementation of human detection system using Histogram of Oriented Gradients features (HoG) 
and Piecewise Linear Support Vector Machine algorithm. The problem of the multi-view and multi-posture detection can be tackled 
by PL- SVM. We have proposed a PL-SVM training algorithm that can automatically divide the feature space and train the PL-SVM 
with the margins of the linear SVMs increased iteratively. 
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