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1. Introduction 
Genetic Algorithms are good at taking large, potentially huge search spaces and navigating them, looking for optimal combinations of 
things, solutions. Adaptation of natural system into artificial system is to solve any kind of problem. Holland developed this idea in his 
book “Adaptation in natural and artificial systems”. He described how to apply the principles of natural evolution to optimization 
problems and built the first GAs. Holland’s theory has been further developed and now GAs standup as a powerful tool for solving 
search and optimization problems. Genetic algorithms (GAs) represent general-purpose search and optimization technique based on 
evolutionary ideas of natural selection and genetics [1]. The two most commonly employed genetic search operators are crossover and 
mutation. Crossover produces offspring by recombining the information from two parents. Mutation prevents convergence of the 
population by flipping a small number of randomly selected bits to continuously introduce variation. The driving force behind GAs is 
the unique cooperation between selection, crossover and mutation operator. A genetic operator is a process used in GAs to maintain 
genetic diversity. In permutated individuals Crossover operator produces duplicate genes in their offspring. Generally the existing 
crossover techniques follow gene level comparison or sliding method to copy the genes into their offspring which takes more 
computation time and occupies a large space with respect to the algorithm. Because of their inefficiency, GA will not perform better to 
produce the optimal solutions. To overcome these drawbacks, this paper introduces a new technique called Segment Replacement and 
the performance of this technique. The rest of the paper is organized as follows. In section 2, definitions and concepts of the different 
crossover operators are overviewed. Section 3 discusses the proposed method. In section 4, a number of the trails widely used in 
performance evaluation of GA operators are defined. Finally, conclusions are discussed in section 5. 
 
2. Crossover Operators 
The crossover operator is a genetic operator that combines (mates) two chromosomes (parents) to produce a new chromosome 
(offspring). The idea behind the crossover operator is that the new chromosome may be better than both of the parents if it takes the 
best characteristics from each of the parents. Crossover occurs during evolution according to a user-definable crossover probability. 
For the purpose of this work, only crossover operators that operate on two parents and have no self-adaptation properties will be 
considered. The SRO technique is applied either in single point crossover or in two point crossover operation. The overview of these 
operators is given below. 
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2.1. Single Point Crossover (SPC) 
When performing crossover, both parental chromosomes are split at a randomly determined crossover point (cp). Subsequently, a new 
offspring gene is created by joining the first part of the first parent with the second part of the second parent [5, 3]. A single crossover 
point on both parents’ strings is selected. All data beyond that point in either string is swapped between the two parent chromosomes.  
 
2.2. Two point Crossover (TPC) 
Apart from single point crossover, many different crossover operators have been introduced, often involving more than one cut point. 
It should be noted that adding further crossover points reduces the performance of the GA. The problem with adding an additional 
crossover point is that the building blocks are more likely to be disrupted. However, an advantage of having more crossover points is 
that the problem space may be searched more thoroughly. In two-point crossover (TPC), two crossover points are chosen randomly 
and the genes between these points are exchanged between two mated parents [6, 4]. Redundancy is ignorable when we apply a 
crossover operator to binary coded information, but it is not so in real coded representation in spite it gives invalid strings. There is no 
faster method to correct an invalid string to valid string, the following proposed new technique works faster in crossover operation and 
significantly improve the performance of the simple GA with respect to speed and optimal solutions. The working principle of the 
SRO technique of TSP problem is discussed in the following section. 
 
3. Segment Replacement Operator 
Genetic algorithm first creates an initial population. The fitness of each individual is computed using its fitness function. The highly fit 
individuals are reproduced in the next generation by means of selection operator. The selection pressure, determines the number of 
individuals is to be selected for the next generation. Then apply a crossover operator to mate their children. The crossover operation 
produces redundancy in new strings; a special mechanism is required to repair those individuals. This research provides such 
mechanism called SRO. The algorithm for the SRO is given below  
 

 
Figure 1: Pseudo Code of SRO 

 
The GA approach to TSP problem has to be mapped effectively in terms of chromosome representation, determining the objective 
function, selection of reproduction and recombinant operators respectively [18, 19].  
Each gene in a chromosome is a city. The tour consists of 17 numbers of cities. This dataset has been taken from the TSPLIB which is 
a standard library for tsp problems provide different tsp instances. The execution of two point crossover operation is shown in the 
above figure2. The figure2 also shows the concept of SRO after performing tpc operation. The working principle of SRO is shown in 
the figure3. 
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P1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

P2 30 25 10 9 3 2 1 11 18 26 19 24 6 7 13 21 16 20 28 4 5 8 29 12 14 27 23 15 17 22

O1 1 2 3 4 5 6 7 8 9 10 19 24 6 7 13 21 16 20 28 4 5 8 23 24 25 26 27 28 29 30

02 30 25 10 9 3 2 1 11 18 26 11 12 13 14 15 16 17 18 19 20 21 22 29 12 14 27 23 15 17 22

011 1 2 3 4 5 6 7 8 9 10 19 11 12 14 13 2
1

16 20 15 17 18 22 23 24 25 26 27 28 29 30

021 30 25 10 9 3 2 1 11 18 26 24 6 13 7 28 16 4 5 19 20 21 8 29 12 14 27 23 15 17 22

 
Figure 2: SRO in TPC Operation 

 

Working Principle of SRA

Cp1 = 11; cp2 = 22;
for all cutlength

after ‘2’ point xo, duplicate_gene_loci = 24;
if (24 < 11) then copy right segment
else call pmx to change city no. 24th by city no. 11

copy (ls,cs,rs);
O1: 23 11 25 26 27 28 29 30 

 
Figure 3: Working model of SRO 

 
In crossover operation the two cut points are chosen randomly, the position of the first cut point is at 11. The position of second cut 
point is at 22. Swap the genes from cut point1 to cut point2. After exchanging the genes check for duplicate entries in offspring. If 
duplicate gene exists, the loci of the duplicate gene are compared to the cut points. If the loci value (not the allel)  is greater than the 
cut point 2 then no need to make any changes in genes which is on the left side of the crossover point1, just copy the entire left 
segment into the offspring1. Call the pmx operator is another crossover operator which removes duplicate city in a tour which is 
located on the right side of the cut point2. After removing the duplicate cities the invalid tour becomes a valid tour and the same can 
be copied into their children for the next generation. This process is continued till all the duplicates are removed. To remove 
duplicates, the existing techniques do >n(n-1) comparisons, but the proposed technique does cut length, the number of comparisons 
which means very few comparisons are required to build offspring. This way the SRO technically and drastically increases the speed 
of GA to a maximum extent. 
 
4. Experimental Results 
The figure4 shows an example for the dataset gr17 obtained from TSPLIB benchmark. But in experiment, the dataset nu734 is used 
for the same tsplib database. 
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Figure 4: Intercity Distance Table for Tsp Instance: gr17 from TSPLIB 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1: Experimental Results 
 
4.1. Experimental Setup 
Processor: i5, Tool: matlab 2010, Population size: 500, No of cities: 734, Selection rate: 15%, Mutation rate: 10%. Crossover 
Probability: 75%. The important factor obtained by the SRO technique is minimum run time requirements. It also increases the 
convergence speed of GA and produces minimum optimal length of the tour. The performance analysis is made on number of 
generations to converge and the time taken for execution. The results have been taken for 10 runs in order to find the best optimal 
length of the tour, which is very close to the actual distance of that tour. 
 

Experiment 
No. 

GA with PMX GA with SRO and PMX 

No. of generations 
to Converge 

Time 
(hours) 

No. of Generations 
to Converge 

Time 
(hours) 

1 9989 4.10 6567 1.30 

2 9969 4.00 6421 1.22 

3 9944 3.98 5853 1.12 

4 9925 3.50 7001 1.55 

5 9921 3.25 6978 1.47 

6 9919 3.27 5421 1.0 

7 9878 3.16 4432 .58 

8 9578 3.15 4536 2.10 

9 9424 3.06 4229 1.30 

10 9132 3.00 4290 1.30 
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Figure 5: Performance Analysis Graph1 

 
The analysis has been made between ga with pmx algorithm and ga with SRO and pmx [8] algorithm. The graph1 takes the number of 
generations as parameters and compared. The graph2 compares the differences in run time in hours. From the performance graphs, it 
is clearly proved that the proposed technique SRO in genetic algorithm outperforms the pmx ga in terms of convergence speed and the 
quality of solutions. The optimal path produced in a lesser time by the proposed technique is nearing the actual distance calculated, so 
the error rate is minimized. The error rate is calculated from the following formula 
 

 
Figure 6: Performance Analysis Graph 2 

 

 
 
                                                                              
 
5. Conclusion 
In this paper, a new methodology to build offspring for the next generation is designed and developed so called a Segment  
Replacement Operator  (SRO) which faster the permutated GA Process. To prove the benefits of SRO and its efficacy in solving tsp is 
solved and the results are proven satisfactory in terms of ER and the optimal distance obtained. The experimental results are proven 
good when compared to the simple GA with PMX. 
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