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Abstract:

We have developed a new algorithm for image classification based on two dimensional wavelet packet spectrum. Two
dimensional wavelet packet is used for texture classification. Our method uses both color features and texture features the image.
Our Method uses both multiple types of object features and context within the image. The generative phase normalizes the
description length of images, which can have an arbitrary number of extracted features of each type. In the discriminative phase,
a classifier learns which images, as represented by this fixed-length description, contain the target object. We have tested the
approach by comparing it to several other approaches in the literature and by experimenting with several different data sets and
combinations of features. Our results, using color, texture, and structure features, show a significant improvement over
previously published results in image retrieval. Using salient region features, we are competitive with recent results in object
recognition.

1. Introduction

Recognition of classes of objects in images and videos is an important problem in computer vision with applications in autonomous
vehicle navigation, surveillance, aerial video analysis, and image or video retrieval systems. In the context of image annotation, image
regions from various segmentations are used for recognizing object classes in images or videos [5] [10] [16] [2] [15] [6] [7]-
Appearance based object recognition, which was initially proposed for recognizing specific objects, has progressed to detection of
instances of object classes [12]. Most of these systems use formal learning methodologies, such as Bayesian decision making, neural
nets, support vector machines (discriminative approach) or the EM algorithm (generative approach).

More recently, the learning approach has been extended by the development of interest operators [9] [4] [11] that select image
windows having patterns that might be used for recognizing objects and to the ability to learn constellations of parts that make up a
more complex object [11] [3] [17] [14].

Our goal in this work is to develop a classification methodology for the automatic annotation of outdoor scene images. The training
data is a set of images, each labeled with a list of one or more object (or concept) classes that it contains. There is no information on
the locations of these entities in the image. For each class to be learned, a classifier is trained to detect instances of that class,
regardless of size, orientation, or location in the image. The solution that we propose is a generative/discriminative learning procedure
that learns the object or concept classes that appear in an image from multiple segmentations of pre-annotated training images. It is
significant in several respects:
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Figure 1: Abstract regions corresponding to color, texture, and structure segmentations
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o It is able to work with any type of feature that can be extracted from an image by some automatic segmentation process and
represented by a vector of attribute values. It can work with regions from a color or texture segmentation, groups of line
segments, or small windows selected by an interest operator.

o It can work with any number of different feature types simultaneously. The formalism we developed for a single feature type
generalizes easily multiple feature types (Section 3.2). Thus we can use several features types together for a more powerful
recognition system.

o Like the work of Dorko and Schmid [1] and the more theoretical paper of Raina et al [13], our method consists of two phases:
a generative phase followed by a discriminative phase. Our method is distinguished in the elegant framework we use for our
discriminative phase. In particular, although each segmentation process can produce a variable number of instances of its
features, our methodology produces a fixed-length description of each image that summarizes the feature information in a
novel way. This allows the discriminative phase to be implemented by standard classifiers such as neural nets or support
vector machines. Although our work was motivated by the image annotation problem, the learning framework is general and
could also be used as part of an object recognition system.

In this paper we developed an algorithm based on 2D wavelet spectrum and color features based Image classification system.

2. How the System Works

Image Classification system is equipped with database of images with different set of features. User has interface to add image in the
image database and retrieve images from the database. A database stores all the images from which the image similar to the query
instance is to be retrieved. When a query instance is entered in the input panel, the image feature for that image is derived and this is
then compared with the all image features of the images stored in the database. The image whose feature matches closest to that of the
query instance will be the output. The larger the image database slower is the retrieval process [2].

2.1. Image Classification

In our IMAGE CLASSIFICATION system, it is divided into two parts: learning and querying. The learning step tells about the
training process which a huge mount sample images are input in the first step, then the images’ features are extracted for the
clustering. K-means algorithm is selected to cluster the training data because of it is easy to implement, efficient and well developed in
the recent

50 years. Finally the training output the clustering result as a learning code book. The query part describes the images searching
process. Inputting the query images and matches to the training result. The output shows the most similar images for user’s query.
Figure 1 shows the overview of the IMAGE CLASSIFICATION.
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Figure 1: Overview of the IMAGE CLASSIFICATION system

2.2. Image Segmentation and Grid Module

The data images input into the system will be first processed in this module. In the images retrieval, larger images usually decrease the
retrieval accuracy. Small images grids help in feature extraction and images processing. Therefore, this module first divides the
images into F*F grid and every grid will divided again into S*S sub-grids while during the feature extraction module. In this stage, an
input images will finally divided into (F*S) 2 grids which the F*F grids uses both in feature extraction module and neighborhood
module. The inside S*S grids are only used in color feature extraction. Figure 3 shows the sample of images segmentation.

INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH & DEVELOPMENT Page 2



www.ijird.com July, 2014 Vol 3 Issue 7

i Training: Data Proce ssing Stage

Data Input | | K-means (Train)-
! | kNN (Query)

Segmentation :
and grid Module Nelghbohood
Module
Feature Extraction | Kirficans [Train}-
Module | KNN (Query). Y

1 |
L]

Qutput Stage

Training Output
Fragment based code book

Query result output

Figure 2: Flow chart of the system architecture
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Figure 3: Sample of Segmentation and grid module and Color feature extraction

2.3. Feature Extraction Module

The input images, including the training and query stage, are all processed in this module. It is also the most important in image
retrieval. Since color is the most popular and intuitive feature based on human visualization, it is applied in the system. In order to get
more powerful features, the CCH method is also applied for extracting the important feature point. The two feature extractions are
described as below:

2.3.1. Color Feature Extraction

Input images will be divided into F*S grids before this stage. All grids are input to extract the color feature. First, the module compute
the average RGB value of the F*F grids. Second, the inside S*S grids in every F*S grids will also be input to calculate the average
RGB value. The S*S grids’ detail RGB information is append after the F*S grids’ color feature information. All those are prepared for
first K-means clustering. Figure 3 illustrates the color feature extractions of this stage.

2.3.2. 2D wavelet spectrum feature extraction

We consider the 2-D separable wavelet packet decomposition in a continuous time signal setting for presenting theoretical results (see
[7] for the connection between the continuous and the discrete wavelet transforms). In this decomposition, the wavelet para-unitary
filters HO (low-pass, scaling filter) and H1 (high-pass, wavelet filter) are used to split the input functional space U £ W0,0 ¥2 L2(R2)
into orthogonal subspaces (sub bands):
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3. Implementation and Experimental Results

Based on the method provided in this paper, the experiments are designed to verify the architecture of the IMAGE
CLASSIFICATION system. Also the experiments shows the modules proposed in this article perform good and well organized with
the IMAGE CLASSIFICATION system architecture.

First the IMAGE CLASSIFICATION system splits and calculates the average RGB, we have implemented and figure 6 shows
samples of the color feature and split result.
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The color features extracted from X pictures divided into Y fragments and pictures training clustered result is visualized as figure
4,5,6,7. The results show that the same color features of fragments are clustered together. Then the neighborhood module, CCH
feature points are combined to be clustered to generate the training result, called the code book. Based on the fragments, image can be
retrieval in detail and the clustering helps decrease the computing cost.
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Figure 5: visulization of cluster no.2 derived by k-means color clustering
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Figure 6: Cluster NO.6 derived by K-Means Color Clustering.

Figure 7: Image Classification Results
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4. Conclusion

The proposed system is designed to operate the content based image retrieval system. It has been verified with the photos of places of
interest in Taiwan and the Wang’s dataset [24][25]. Our experimental results demonstrate that our Image Classification system
architecture not only works well for image retrieval, but also improves its precision.

In our knowledge, this paper first combines segmentation and grid module, feature extraction module, K-means clustering and
neighborhood module to build the Image Classification system. Furthermore, the concept of neighborhood module which recognizes
the side of every grids of image is first contributed in this paper. Applying the concept of 2D Wavelet Packet Spectrum for Image
Classification also contributes in our system architecture. The experimental results confirm that the proposed Image Classification
system architecture attains better solution for image retrieval. Our model represents the first time in which combine new modules and
techniques proposed in the paper have been integrated with Image Classification system.

Images can be retrieval correctly through the proposed image classification system. For

those images which are contained in the code book, all of them can be searched as the most similar result. Also for general images
selected randomly, the query results are similar to the input data. Since the image classification system is based on the color feature,
the retrieval results are directly and easy to tell the performances. In the future work, we hope to build a generalized query method
which increase the system searching ability and provide more accurate content descriptions of places of interest places by performing
color feature analysis and CCH image extraction simultaneously. As a result, the image classification system will be able to suggest
more relevant annotations and descriptions. Furthermore, we hope to optimize the system architecture and modules proposed in this
paper. There exists some detail setting can be discussed and optimized with the images retrieval issues.
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