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1. Introduction 
THE increasing interest on advanced driver assistance systems (ADAS) for the improvement of road safety has been reflected in the 
joint involvement of universities, research centers and car manufacturers, as well as in the deployment of national and international 
projects to address this issue. According to statistics, most of the accidents are caused by other cars, therefore vehicle detection arises 
as the key challenge for ADAS. In particular, the research on approaches based on image analysis for vehicle detection is gaining 
interest on account of its low cost and flexibility, and of the increased processing capabilities. A very complete survey of image-based 
vehicle detection can be found in [1]. Most of the reported methods address vehicle detection in two stages, namely hypothesis 
generation and hypothesis verification. In the former, a quick search is performed so that potential locations of the vehicles in the 
image are hypothesized. The search is typically based on some expected feature of vehicles, such as color [2], [3], shadow [4], [5], 
vertical edges [6], or motion [7]. The aim of the second stage is to verify the correctness of the vehicle candidates provided by the 
hypothesis generation stage. Traditionally, fixed [8] or deformable [9] models have been used for vehicle verification, However, the 
increase of processors speed in the last years has enabled the use of learning-based methods for real-time vehicle verification.  
In particular, this is usually addressed as a two-class supervised classification problem in which a set of samples are trained in search 
of specific feature descriptors of the vehicle and the non vehicle classes. Some widespread descriptors include Gabor filters, principal 
component analysis (PCA) [10], and histograms of oriented gradients (HOG) [11], [12] In particular, Gabor filters have been broadly 
used for image-based vehicle verification [13]–[16]. Traditionally, a Gabor filter bank at different scales and orientations is used for 
feature extraction. For instance, in [15], a bank of 8 Gabor filters with 2 different wavelengths and 4 different orientations is used. In 
[14], Gabor filter performance is analyzed for two different configurations, using 3 scales and 5 orientations, and 4 scales and 6 
orientations, respectively. 
The response of each filter in the bank is typically represented by statistics such as the mean and the standard deviation, both for 
characterization of vehicles [13], [17] or other objects [18]–[20]. These statistics can be extracted over the whole image [18], [19] or 
in smaller sub windows [21]. 
For instance, in [14] the candidate image is divided into nine overlapping sub-windows. Alternatively, in [15], seven Hu’s invariant 
moments [22] are derived to build the feature vector. 
Other representations of texture based on Gabor filters are analyzed in [23]. 
Although Gabor filters have been extensively applied for a broad range of applications, they involve a number of drawbacks. First, the 
bandwidth of a Gabor filter is typically limited to one octave (otherwise it yields a too high DCcomponent), thus a large number of 
filters is needed to obtain wide spectrum coverage. In addition, as suggested in [24], the amplitude of natural images defined as the 
square root of the power spectrum) falls off in average by a factor of roughly 1/f . This is in contrast to the properties of Gabor filters: 
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on the one hand, a big extent of the Gabor response concentrates on the lower frequencies, which in turn results in redundant 
information of the filters; on the other hand, the high frequency tail of the images is not captured. 
 
2. LOG-GABOR Filters 
As stated in Section I, the properties of Gabor filters involve two important drawbacks. On the one hand, their bandwidth must be 
limited in order to prevent a too high DC component. Hence, a larger number of filters is needed to cover the desired spectrum. On the 
other hand, their response is symmetrically distributed around the center frequency, which results in redundant information in the 
lower frequencies that could instead be devoted to capture the tails of images in the higher frequencies.  
An alternative to the Gabor filters is the log-Gabor function introduced by Field [24]. The frequency response of log-Gabor filters in 
polar coordinates is given by [34] 
 

 
It is also common to find in the literature their corresponding expression in the log axis [35]: 
 

 
 
Where ρ = log f , ρm = log Fm, σρ = log β and f _= 0. The parameter β determines the bandwidth of the filter. For instance, a value of β 
= 0.75 results in an approximate bandwidth of one octave, whereas β = 0.55 extends roughly as far as two octaves [36]. The angular 
bandwidth, σθ , is typically set to approximately 1.5 for even spectrum coverage. As can be observed in (6), log-Gabor functions are 
symmetrical in the log-axis instead of the linear frequency axis, which yields a more effective representation of images. Indeed, they 
feature a tail in the higher frequencies of the linear axis that is in line with the amplitude fall-off of natural images. 
In turn, redundancy in the lower frequencies is reduced, thus achieving a more efficient coverage of the frequency spectrum. In 
addition, as shown in (5), the DC-component of log-Gabor filters is zero by definition, hence the bandwidth of each filter in the bank 
can be enlarged and the overall number of required filters can be reduced with respect to standard Gabor filters. 
 
3. Algorithm 
An alternative representation of images for vehicle classification using log-Gabor filters instead of Gabor filters is proposed and 
evaluated.  Log-Gabor filters are designed as Gaussian functions on the log axis, which is in fact the standard method for representing 
the spatial frequency response of visual neurons.  Their symmetry on the log axis results in a more effective representation of the 
uneven frequency content of the images: redundancy in lower frequencies is reduced, and the response of the filter in the linear 
frequency axis displays a tail in the higher frequencies that adapts the frequency fall-off of natural images.  Furthermore, log-Gabor 
filters do not have a DC component, which allows an increase in the bandwidth, and hence fewer filters are required to cover the same 
spectrum. The developed algorithm flow chart is shown below figure. 
 

 
Figure 1: Block diagram of proposed model 
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Figure 2: Proposed Algorithm 

 

 
Figure 3: Flow chart of proposed algorithm 

 
4. Experimental Results 
We verified the algorithm by giving input as video sequence which contains objects like vehicles obstacles as other vehicles. 
algorithm works efficiently real time process because 24 frames per second video is enough for real time. We executed successfully 
up to 2900 frames. Some frames vehicle verified results are shown in below figure.  
 

Proposed Algorithm 
Step: 1 Upload the Video sequence. 
Step: 2 Extraction of frames from Video Sequence. 
Step: 3 Extracted nth frames is fed to Log-Gabor Filter. 
Step: 4 Features of the Filtered output is Extracted as μm,n , σm,n , γm,n.  
Step:5  Vehicle parameters of (n-1)th frame is obtained as μ1m,n , σ1m,n , γ1m,n.  
Step:6  Non-Vehicle parameters of (n-1)th frame is obtained μ2m,n , σ2m,n , γ2m,n.  
Step: 7 Obtained features of steps 4, 5, 6 are computed for distance  
calculation using  d1=(|μ- μ1|+|σ- σ1|+|γ- γ1|) and d2=(|μ- μ2|+|σ- σ2|+|γ- γ2|) 
Step: 8 Minimum of the distances (d1,d2) is obtained. 
              case1:  If d1 is minimum vehicle is detected and it is marked. 
              case2:  If d2 is minimum it is non-vehicle and go to step3. 
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Figure 4: Experimental Results 

 
5.  Conclusion 
In this study the potential of Gabor filters as descriptors for supervised vehicle classification has been assessed. First, the impact of the 
different design parameters of the Gabor-based descriptor has been evaluated in the field of vehicle imaging, yielding valuable 
conclusions. For instance, the optimal minimum wavelength of the filter bank, λ(m) 0 , is proven to be dependent on the pose of the 
vehicles, and in particular, to increase with the relative distance to them. Therefore, the escriptor has been designed with an adaptable 
λ(m) 0 , rendering a significant increase in performance with respect to a generic descriptor. 
Most importantly, in contrast to typical approaches using Gabor filter banks, a new descriptor based on log-Gabor functions has been 
proposed. These functions have better theoretical properties than traditional Gabor filters for natural image representation, but had not 
been previously used for vehicle verification. The extensive experiments enclosed in this paper confirm the theoretical superiority of 
these filters over Gabor filters in this field. In particular, log-Gabor filter banks are proven to yield better results than Gabor filter 
banks using the same number of filters due to their more effective coverage of the spectrum, and to scale better as the number of filters 
decreases. 
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