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1. Introduction 
Breast cancer is one of a deadly disease which occurs mostly in women in breast tissues and it can also occur in men. Breast cancer is 
the formation of the malignant tumour which develops from breast cells and it cannot be avoided in any case. It should be detected at 
an early stage to increase the survival rate. One of the leading method for diagnosing breast cancer is screening mammography. 
Mammography uses low energy x-rays usually around 30 KVp(peak kilovoltage) to examine the human breast and the cancer can be 
screened and it can be diagnosed using mammography. Even though in medical centers, experienced radiologists are given the 
responsibility of analyzing mammograms, there is always a possibility of human errors, this is the main reason why we have to 
analyze these images in a deeper manner, which makes these images to be processed by computers which gives more accurate results 
making the whole process automated. Mammography is considered as the cheapest and efficient method to detect breast cancer in the 
earlier stages. 
Mammograms can be one of the three categories namely normal, benign and cancer. Mammograms which are considered normal are 
those which are not having any cancerous cells and the human is absolutely fine with no breast cancer. Mammograms which are 
considered benign are non-cancerous breast conditions which have many of the same symptoms as breast cancer and therefore it is 
difficult to tell the difference between benign and cancerous conditions from symptoms alone. Mammograms which are considered 
cancer are conditions which contain cancerous tissues and it requires treatment which has to be started immediately by the doctor. 
Figure 1 shows a mammogram image, the black area is the image background and the white area is the dense breast tissue which tells 
the cancer occurrence. 
 

 
Figure 1: A Mammogram Image 
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Abstract: 
Breast cancer is the leading cause of death among women aged 35 to 54 which gives the need of prevention of breast cancer at 
an early stage. Mammography is the process of detecting and screening breast cancer at an early stage and prevents death. The 
mammogram image has to be processed to extract the features in the image. Feature extraction is done based on the Gray-level 
co-occurrence matrix (GLCM). The mammogram image is the input and the classified image is the output which categorizes the 
image with the categories namely normal, benign and cancer.  Classification is done using k-nearest neighbor classifier. The 
classifier calculates the distance between the query image and the images in the database and assigns class name to the query 
image for which the distance is least, as the output. 
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Mammogram image which is used for diagnosis of breast cancer are converted into its corresponding pixel values which is 
representation of the image in a numerical manner. So when an image is said to be an 2-bit depth image, it contains about 4x4 values 
i.e., 16 values which represents the image. If an image is said to be 8-bit depth, then it contains 256x256 i.e., 65536 values which 
represents the image. So , we can imagine a 16-bit depth and 24-bit depth image would contain so huge values which makes it difficult 
to process. Therefore, lesser the bit-depth of the image, easier the process. 
Basically the process of classification of mammograms includes two modules, the first module is the process of feature extraction and 
the second module is the process of classification. Feature extraction is done by GLCM and classification is done by using k-nearest 
neighbor classifier. 
GLCM is the process of calculating the features which is calculated on the basis of statistical distribution of pixel intensity at a given 
position relative to others in a matrix of pixel which represents the image. In gray-level co-occurrence matrix, second-order statistics 
is used where two combinations of pixels are used to calculate the co-occurrence matrix. The combination of two pixels is considered 
to calculate how often the combination occurs in the image matrix which contains pixel values. This is called co-occurrence matrix. A 
co-occurrence matrix or co-occurrence distribution is a matrix or distribution of some values that is defined over an image to be the 
distribution of co-occurring values at a given offset. After the calculation of these values, these value are the input to equations which 
calculates entropy, uniformity etc. 
The k- nearest neighbor classifier is a simple supervised classifier that has yield good performance for optimal values of k. This 
classifier computes the distance from the unlabeled data to every training data point and selects the best k neighbors with the shortest 
distance. There is no requirement for training process which actually makes this classifiers implementation as simple. The input to the 
classifier is the k-closest training samples and the output is the class name or an class membership. The output is decided by majority 
vote of its neighbors, where the input is being assigned to the class most common among its k nearest neighbors. When k is just equal 
to 1 , then the input is just assigned to that class. 
 
2. Related Works 
Brijeshet. al., [1] presented  a system based on fuzzy neural network or neuro-fuzzy system which finds the parameters of a fuzzy 
system which is a learning machine by accessing the approximation techniques from neural networks and use feature extraction 
techniques for detecting and diagnosing micro-calcifications patterns in the digital mammograms. The neural network approach which 
is used for classification performs extremely well and it achieves a good classification rate with a top rate of 88.9%. This result shows 
how much potential the back propagation neural network i.e., BPNN has and which is used as a micro-calcification classifier. Feature 
vectors and neural network settings were compared together to focus the experimentation on improving the results of the classification 
rate which was the current interest. Since the motivation for saving human lives due to diseases like these and is inspiring researchers 
to develop more accurate and efficient methods of detection and diagnosis, research should continue and their strategy was to improve 
the classification rate up to 90 percentage. 
Tippinget. al., [2] proposed an approach with a particular specialisation which is called relevance vector machine(RVM) which is 
identical with its functional form of support vector machine(SVM). Relevance vector machines use a Bayesian inference and obtain 
parsimonious solutions with machine learning techniques. RVM uses expectation maximization (EM) which are like learning method 
and are therefore at risk of local minima. RVM does not give global optimum which is given by SVM which uses sequential minimum 
optimization algorithm. The main key feature of RVM is that is can come out with a solution function that is dependent only on a very 
small number of training samples which are actually relevance vectors. A relevance vector machine does not need the tuning of 
regularization parameters during the training phase unlike SVM. 
Yajieet. al., [3] presented a binary tree classifier based on the use of global features extracted from different levels of a 2-D quincunx 
wavelet decomposition of normal and abnormal regional images. Each leaf node of decision tree is then labelled as one of the two 
classes and that is where S represents the class identified as suspicious, and N presents the class identified as normal. Training set 
includes 120 normal and 112 abnormal are used as the test data set. The result which was obtained in this approach was fairly 
satisfactory since it failed to identify some of the cancers. The main reason of failure was the subtlety of some cancers and another 
reason was being that a tumour needs to be surrounded by the background in the block in order to be classified correctly since 
abnormal training and testing sets for the tree were all of this kind. The main conclusion in this approach which was given by them 
was to improve the efficiency of the tree classifier and reduce the clinically critical misclassification rate of abnormal regions. 
Daljitet. al., [4] proposed a system which detects and does automatic classification of MRI image as well as natural images. There are 
basically two stages where the first stage is to do feature extraction using GLCM and PCA, and classification is done based SVM 
which is based on structural risk minimization where it aims on minimizing the generalized error which is errors done based on data 
which are unseen rather than minimizing the mean square error over the data set. This is the reason SVM tends to perform well when 
applied to data outside the training set. For brain MRI images, features extracted by GLCM and RBF kernel gave 100 percent 
accuracy whereas with PCA with the same kernel function it gave around 57.89 percent. GLCM with SVM for linear and quadratic 
kernel functions gives classification accuracy of 96.15%. 
Saharet. al., [5] proposed a method for artificial neural network where the method is robust and effective technique, reduces 
computational complexity and operational time. Artificial neural network(ANNs) is a computational model inspired by animal central 
nervous system which is brain which is capable of machine learning as well as pattern recognition.  These neural network are simply 
presented as systems of interconnected “neurons” which can compute values from inputs. Their work produces 92.86% for MS images 
with ANN classifiers. 
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Sahaeet. al., [5] proposed k-nearest neighbor classifier for new robust classification for technique for analyzing magnetic response 
images. There are three stages which they use for implementation which are feature extraction, dimensionality reduction, and 
classification. They use gray-level co-occurrence matrix (GLCM) to extract features from the brain MRI. K-nearest neighbor is a non-
parametric method use for classification and its simplest compared to all other machine learning algorithms. The results were effective 
and they suggested future work on employing the proposed method on other MRI images. 
 
3. Design and Workflow 
Figure 2 is the system design or workflow which defines the conceptual structure of the whole system. The input is a mammogram 
image which is a gray-scale image and is converted into a pixel readable format for processing of the values. This mammogram image 
has to be converted from 16-bit depth or 24-bit depth to 8-bit depth. The image is used to calculate the features and then the extracted 
results or the values of the features of this particular image are compared with all the other images in the database. This is called the 
feature distance calculation. Once the distance is calculated, the image which has the least distance, that image’s classification is given 
as the output. Every image is given with corresponding c_id in the database and this is allotted automatically based on the type of 
classification it belongs to. This procedure of automatically assigning the c_id which is nothing but the classification id is called 
supervised learning where the system learns the new data which is input into the system. The classification id and the distance of the 
image which has the least distance in the database is the output. 
 

 
Figure 2: System Design 

 
4. Implementation 
 
4.1. GLCM (Gray-level Co-occurrence Matrix) 
GLCM texture considers the relation between two pixels at a time, called the reference and the neighbor pixel. The neighbor pixel is 
chosen to be the one to the east (right) of each reference pixel. 
 

 
Figure 3: 4x4 matrix Test Image 

 
Suppose considering a 4x4 matrix test image as given in figure 3 , the corresponding co-occurrence matrix has to be calculated as 
demonstrated in figure 4 where combination of two pixels are considered in the table and the number of times the combination occurs 
is calculated. 
 

 
Figure 4:  Co-occurrence Matrix 
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This combination is considered from left to right as well as right to left and is calculated for four angles that is 0 degree, 45 degrees, 
90 degrees, 135 degrees. This is called co-occurrence matrix.Thevalues which is obtained from the co-occurrence matrix will be 
considered to calculate the features by using certain equations which calculates entropy, correlation, inverse difference moment, 
uniformity and contrast. 
 
Entropy 

 
Correlation 

 
Inverse difference moment 

 
Uniformity 

 
Contrast 

 
 
4.2. K-Nearest Neighbor Classifier 
The k-nearest neighbor classifier computes the distance from the unlabeled data to every training data point and selects the best k 
neighbors with the shortest distance.Suppose, given some data instance which belongs to one of the two categories or a class, and the 
goal is to determine which class the new data belongs to, is the problem of classification.There is no requirement for training process 
which actually makes this classifiers implementation as simple. 
The K-Nearest Neighbours algorithm (k-NN) is a non-parametric method used for classification. An object is classified by a majority 
vote of its neighbours, with the object being assigned to the class most common among its k nearest neighbours (k is a positive integer, 
typically small). If k = 1, then the object is simply assigned to the class of that single nearest neighbour. 
The input to the kNN classifier is the feature value of the query image which the user has uploaded to know the classification. Based 
on these input feature values, the distance is calculated for all the images from the query.Basically, classification is done by 
comparison of feature values or feature parameters which is got by feature extraction. When the user inputs the image for which the 
classification has to be done, the corresponding feature has to be extracted. After extracting the feature, feature values are calculated 
and those values are compared with all the other images which are already fed into the classifier. This comparison is a called distance 
calculation. 
Feature distance is calculated by Euclidean distance between the query image which the user has input and the images which are 
already fed into the classifier. The distance values which are got are updated in the table and operations are done on this table to 
retrieve the classification.The output is the classification ID of the least distance of the whole images. This classification ID has the 
category name which has to be output to the user. 
 
5. Conclusion 
Classification of mammograms involves two main steps, first step is the process of feature extraction which is done based on grey-
level co-occurrence matrix(GLCM) which is the second-order statistics that can be used toanalyze images as a texture. Classification 
is done based on three main categories namely benign, normal and cancer where classifying to the appropriate category is main 
problem considered here. Classification is mainly done using classifier technique called as k-nearest neighbor which assigns 
classification based on majority of vote of neighboring clusters 
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