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1. Introduction 

Driving a car is a cognitively demanding task. Any activity (besides driving) that requires the driver’s attention can prove to be 

potentially dangerous. The tasks performed during driving are broadly categorized as primary, secondary and tertiary. Primary tasks 

are the necessary tasks such as turning the steering wheel, changing gears, pressing the pedals etc. Secondary tasks are the ones that 

are not directly required for driving, e.g. turning on the parking lights, adjusting the volume of the music system etc. Tertiary tasks are 

the ones which are not needed while driving, like talking to a co-passenger. [i][ii] 

There is a tremendous amount of work done in the area of gesture recognition [iii][iv][v][vi] and providing a natural interface for 

human computer interaction in a car.[vii][viii][ix][x][xi] The aim of the work done here is to implement the gesture interface for 

secondary tasks.  

In the system proposed here, there is a camera to capture images, a microprocessor to do all the processing and the results will be 

displayed on a display system.  

The camera will capture images and send to the microprocessor. These images will be buffered and stored in a database. The 

microprocessor will then analyze these sets of captured images to determine if they contain a hand or a portion of it, whether it is 

similar to any of the pre-defined set of gestures.  These pre-defined set of gestures will be stored in the memory of system for 

comparative analysis. If the images captured correspond to a particular gesture, then the microprocessor will display information about 

the identified gesture on the display.  

The user is expected to make gestures in front of the camera. The system response is via the display system which also shows every 

step of the processing.  

The building blocks used in this system are: 

i. ARM based development board: Raspberry Pi Model 2  

A 900MHz quad-core ARM Cortex-A7 CPU, 1GB RAM. It can run full range of ARM GNU/ Linux distributions.  

ii. OpenCV (Open Source Computer Vision Library)  

OpenCV is an open source library designed for computational efficiency and with a strong focus on real-time applications. It 

has several modules which perform specialized functions and are independent of each other.  

iii. Logitech C110 webcam    
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Abstract: 

Driving is a cognitively demanding task. Any distraction or deviation can be potentially dangerous. It is required that any task 

that is not directly required for driving should not distract the driver.  

Gestures have always been an integral part of interaction by humans. Gestures are closely connected to speech. It is rather 

common to make gestures while speaking. Further, gestures are essential in situations where other communication channels 

cannot be used. Driving assistance for the deaf, for example.  

The system proposed here describes a gesture based method to make the human-computer interaction intuitive and natural. This 

will do away with the need to have a separate interface (like buttons) which needs learning or conditioning.  
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2. Algorithm 

 

 
Figure 1: Steps in the algorithm  

 

2.1. Steps 

 

2.1.1. Capture Video 

The video sequence of the hand movement is captured using the webcam. The constraint here is that the video sequence must be 

captured within a time frame such that a fast gesture is also captured. The result should have clear picture of the hand movement rather 

than blurred or unclear.   

 

2.1.2. Extract Single Frame from the Video  

The video sequence captured in the previous step is then analyzed frame by frame. Each frame corresponds to a single image. This 

image must contain a shape that is similar to the shape of the any of the gestures in the database.  

 

2.1.3. Convert the Frame to Gray Scale  

The frame obtained (or a single image) must be converted to grayscale. Grayscale image is an image in which the value of each pixel 

represents only single sample – intensity information. The image contains various shades of gray, with black being the weakest and 

white being the strongest intensity. This step is important to perform further operations such as smoothening and edge detection.  

 

2.1.4. Smoothen the Image  

Smoothing is a process to create an approximation function that attempts to capture important patterns in the data; leaving out noise or 

other fine-scale structures or rapid phenomena. The data points of a signal are modified so individual points (presumably because of 

noise) are reduced, and points that are lower than the adjacent points are increased leading to a smoother signal. The filter used here is 

Gaussian, which is the most useful filter, though not the fastest. This operation is performed by convolving each point in the input 

array with a Gaussian kernel and then summing the results to produce the output array.  

Gaussian function:  

  
Here, x is the distance from origin on X-axis and σ is the standard deviation of the Gaussian distribution.  

 

2.1.5. Edge detection using Canny’s algorithm  

Edge detection is the name for a set of mathematical methods which aim at identifying points in a digital image at which the image 

brightness changes sharply or has discontinuities. The points at which image brightness changes sharply are typically organized into a 

set of curved line segments termed edges. The Canny edge detector is an edge detection operator that uses a multi-stage algorithm to 

detect a wide range of edges in images. Following are the steps of Canny’s Edge Detector [xiii]:  

i. Gaussian Filter based smoothening in order to remove noise  

ii. Intensity gradients calculation of the image  

iii. Non-maximum suppression to remove spurious response to edge detection  
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iv. Double threshold application to determine potential edges  

v. Edge tracking: Finalize the edges by removing all other edges that are weak and not connected to the strong edges   

 

2.1.6. Contour Detection  

Contour detection is done by the border following algorithm. It performs a topological analysis of digitized binary image (obtained in 

the previous step of processing). The analysis includes determining the surround-ness relations among the borders of a binary image. 

Since the hole borders and the outer borders have a one-to-one correspondence to the connected components of 1-pixels and to the 

holes, respectively, this algorithm yields a representation of a binary image. Features are extracted from this representation of the 

image, without reconstructing the image. [xiv] 

 

2.1.7. Convex Hull Detection  

A convex hull of a set X of points in the Euclidean space is the smallest convex set that contains X. For n number of input points, 

there are h number of points on the convex hull. The calculation of the convex hull is done using the Sklansky’s Algorithm. Sklansky 

proposed that the structure present in a simple polygon would allow the computation of the convex hull to be carried out in O (n) time. 

Since sorting is not needed, time complexity would be dominated by the 3-coins loop, which is linear. [xv][xvi] [xvii] 

This hull obtained in this step is then used to match the shape of the input image with the one in the database.   

 

3. Block Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2: Components  

 

The webcam is used to capture the images. A webcam is used as a standard device to demonstrate that the concept is not restricted to 

any particular camera. The image sequence is saved and processed in the Raspberry Pi Model 2 development board, using the 

OpenCV library. The processing of the image sequence is as per the algorithm for gesture recognition. The output of the processing is 

displayed on the monitor. 

 

4. Advantages & Limitations  

This system has the advantage that it is intuitive and easy to use. So, with little learning, the users can learn to use it without having to 

divert little or any attention. It can be used for secondary tasks while driving, which need little or no distraction. 

Limitations of the current system are it is restricted to one user only. That is, the system can recognize only one type of hand. It is not 

robust yet to recognize hands of varying sizes and shapes.  

This can be improved with the use of machine learning. The system should have a feature set about the required gestures. It should be 

able to recognize those features for different people’s hands. And also, train itself on the commonly used gestures and the command 

that they frequently use. 

 

5. Results  

It was observed that the computer vision operations work best on image sequence that has edges which do not touch the external 

frame. The algorithm implemented here is able to detect gestures that involve counting fingers. It was able to count five fingers 

accurately. It can be concluded from the above results that this algorithm is accurate for counting fingers and can be used for 

recognizing such gestures which involve counting. For rest of the gestures, it needs to be adapted. 
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6. Conclusions 

The use of computer vision techniques for gesture recognition is both reliable and efficient. The results obtained from the experiments 

were consistent.  

The current system can be improved to include self-learning module. This will enhance the capability to recognize varied and diverse 

inputs. Thus, hand gestures of different people (children and adults, skin variations, orientations) will be accounted for.  
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