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1. Introduction  

Umpteen number of one dimensional SRGMs have been developed in the past [2, 10]. One dimensional software reliability 

framework depends either on testing coverage or testing time. Initially it was assumed that fault is corrected immediately after its 

detection i.e. fault detection and correction was considered as one stage phenomenon. Firstly, Scheindewind [7] explained the process 

of testing as a two-stage operation with a constant delay between fault detection and the process of correction. He also gave the notion 

of distinct modeling of FCP and FDP. Shanti Kumar [3] proposed a generalized birth process model.  Xie and Wu et. al [5,6] 

generalized this idea and recommended NHPP based model for Fault detection process. In addition, he established the phenomenon of 

fault correction as a delayed process having random time lag. Later, Yamada et.al [15] also described testing as a two-stage process. 

Lo and Huang, [4] proposed a general framework from the correction perspective where some existing NHPP models were evaluated 

again. Then, Recently Peng et al. [13] proposed testing dependent software reliability model for imperfect debugging process 

considering both detection and correction. However, such SRGMs, which consider the effect of reliability growth factors on software 

reliability growth processes show dependence on the time spent on testing of the software. These models take into account the number 

of faults and hence reliability as a function of time but the depletion rate and pattern of resources such as manpower, computer time, 

and number of executed test cases etc is not considered. Therefore, a two dimensional modeling strategy can give a more realistic 

view of the process. In literature, Ishii and Dohi [17, 18] proposed a two-dimensional software reliability growth model and examined 

the dependence of test-execution time on the software reliability assessment. They quantitatively validated the SRGM with two-time 

scales. Inoue and Yamada [15, 16] also worked on two-dimensional software reliability growth models. However, their modeling 

framework does not showcase the use of mean value functions for representing the process of fault removal. They proposed a software 

reliability assessment method by using two-dimensional Weibull type SRGM. Later, Kapur et. al [8] worked towards a generalized 

approach for modeling two dimensional SRGM. 

The firms now a days are adopting the practice of releasing the product functionalities in parts rather than unveiling them at once. This 

on one hand helps in maintaining the interest of customers and handles the stiff market contention on the other. Almost every software 

in the market today is following this trend. Be it android, Microsoft Office or Windows, one can see the new versions releasing 

periodically, sometimes to satisfy the needs of customers while sometimes to address the past errors. But in all, they are aimed at 

enriching the customer experience. Kapur et.al [12] proposed a dual dimension framework for modeling multiple up-gradations of 
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software. In their paper [12] they assume that detection and correction is one stage process which do not seems to be true in reality. 

We have improved this approach by proposing a more realistic scenario by considering detection and correction as two stage process. 

In this paper, we present a two stage hazard rate based approach to propose a generalized framework for software reliability growth 

modeling for multiple releases of a software.  Organization of the paper is as follows: section II describes the modelling framework. It 

includes the assumptions and notations used in the paper. In the subsequent part of this section, the unified framework for testing 

dependent software reliability growth model is described while considering the time differentiation between failure detection and fault 

removal processes. The modeling framework for software with multiple releases is suggested in section III. The parameter estimation 

and validation of data of the proposed model is depicted in section IV. Conclusion and future scope in this field is discussed in section 

V. 

 

2. Modeling Framework 

The development of a two dimensional model gives a more realistic view of the process of software reliability growth.  It considers 

the influence of both testing effort and testing time on the number of bugs removed. As evident from the literature, the traditional one 

dimensional model showed dependence on the testing effort, testing time or testing coverage. But, a software reliability growth model 

based on the time spent by the testing team to test the software or the fraction of code covered during the process of testing does not 

fulfill the need of high precision software reliability. For this, we propose a two dimensional software reliability growth model which 

models the number of faults removed by combining the effect of testing time and testing effort. The basis of model suggested in this 

paper is Cobb Douglas production function. Mathematically, it can be represented as follows: 

1v vY AL K   

Where: 

Y = total production (the monetary value of all goods produced in a year), L = labor input, K = capital input, A = total factor 

productivity v  is elasticity of labor. This value is constant and determined by technology available.  

 

2.1. Notations 

a  Total no. of faults present in the software at the beginning of testing. 

( )m t  Expected no. of faults removed in the time interval (0, t). 

b  Constant rate of fault detection/isolation/correction. 

( ) / ( )f t g t  Probability density function for failure detection/correction 

( ) / ( )F t G t  Probability distribution function for failure detection/correction 

1 /
1  Shape/Scale parameter. 

  Mean parameter 
  Standard deviation parameter 

 

2.2. Assumptions  

a) Software system has a tendency to fail during execution due to remaining number of faults in the system. 

b) Failure of the software is influenced equally by the faults in the software. 

c) On encountering a failure, an instantaneous repair effort start sand the fault removal takes place with certainty. 

d) From failure detection point of view, all the faults are mutually independent. 

e) The process of fault detection/ correction are modeled by non-homogeneous poison process (NHPP). 

f) There are finite number of faults at the initiation of testing phase. 

g) There is a lag between failure detection and its correction. 

 

In this paper, we suggest a growth model by combining the effect of testing effort and testing time. Two dimensional reliability 

models depicts a combined effect of two testing resources on the software reliability metric. Probability distribution functions govern 

the scheme proposed in this paper. The existing models and some new NHPP models can be obtained using our proposed approach. 

The model in our study is formulated using Cobb Douglas production function which shows the effect on number of faults removed 

owing to the testing time and testing effort of the software.  

 On the basis of above assumptions we get the differential equation as follows:   

 

 
    tmath

dt

tdm
                                                 (1) 

Where  
  
   tGF

tgf
th




1

*
 is the failure observation/detection-fault removal/correction rate. On solving (1) under the initial 

condition of ( 0) 0m t   we get mean value function given by Kapur et al. [12] 

    m t a F G t                                                           (2) 
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In section 4, we presented various continuous statistical distributions and obtained various existing and new software reliability 

models with respect to testing resources using our proposed approach. These models are two dimensional in nature and depends both 

on testing time and testing effort. 

 

2.3. Two-Dimensional Modeling 

We used the Cobb–Douglas functional form of production functions which is widely used to represent the relationship inputs to 

output. In this paper, testing time and testing effort are taken as inputs affecting the output testing resources whenever a percentage 

change in the testing time or testing effort is encountered. So, in the 2D software reliability growth models, the number of faults 

removed depends on the testing resources . Testing resources are defined as follows: 

1 0 1s u                                                                            

Where  

 : testing resources 

s : testing time  

u : testing  

 : Output elasticity of testing time 

 

Using the value of  we can write equation (2) as follows: 

 1( ) 0 1m a F s u                                      (3)                                                                  

A. Modeling Multi Release of software 

 

a) Release 1 

Modeling of first release is same as equation (3) and it is given by 

 1 1 1 1 1( ) 0m a F G                      (4) 

1s u    

b) Next Release (i=2,3,4) 

Considering the fault remaining from just previous release mean value function for next releases will be given by 

      1 1 1 1 1

1
1

( 1

;

i i i i i i i i i

i i
i i i i i

m a a F G F G

s u
 

   

   

    




     

  

 (5) 

C.  Derivation of Existing and New SRGM 

For random failure detection/ correction, following probability distributions functions are used. 

 

a) Exponential  

Exponential distribution is one of the most widely used distribution in reliability engineering modeling because of its constant rate 

nature. Each and every fault has same probability for its removal and specifies a uniform distribution of faults in the software code.  

 

b) Gamma / Erlang Gamma and Erlang 

They are extensions of Exponential distribution where the process of fault removal takes place in a number of steps which include 

failure report generation, report analysis and correction time followed by verification and validation. 

 

c) Normal  

Various factors affects the process of fault correction. These factors can be internal or external. Internal factors can be defect density, 

fault complexity, internal structure of the software. The external factors can arise owing to the environment under which testing takes 

place. They could include test cases designs, tester skillset, availability of testers etc. This distribution can define the correction times 

for the cases where correction time is dependent on various factors. 
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Model F(t) G(t) m(t) 

 

SRGM-1 

 

t ~ )exp(b  )(1 t  1 bta e 
 

 

SRGM-2 
 

t ~ )exp(b  
t ~ )exp(b    1 1 bta bt e  

  
 

SRGM-3 

 

t ~ )exp( 1b  

 

t ~ )exp( 2b   2 1
1 2

1 2

1
1

b t b t
b e b e

b b

   
   

   
 

SRGM-4 t ~Erlang-2 (b) t ~ )exp(b  

2 2

1 1
2

btb t
a bt e
   
     

      

 

SRGM-5 t ~ )exp(b  t ~ ),( 2N   

 

 

2

2 2, , , ,

b
bt b

a t e t b




      

 
   
 
 

  
  

   
    

 

SRGM-6 t ~ )exp(b  t ~ ( , )     
 

, , , ,
11

bte
a t t

bb



  



   
          

 

Table 1: Mean Value function for different failure detection and correction distribution function 

 

3. Numerical Example 

The parameters of the proposed model are estimated using the dataset derived from wood [1]. It contains fault data of four subsequent 

releases of a software at Tandem Computers. These four software versions were tested for 20, 19, and 12 and 19 weeks and as a result 

100, 120, 61 and 42 faults respectively were detected. Parameters are estimated using the nonlinear regression technique of least 

square using Statistical Package for Social Sciences. The estimated parameters presented in table II to VI. The results for comparison 

of various models are shown in table VII to XI. Goodness of fit curves for each release are given in the figures 1-4.  

 

Release a  b    

1 103.852 .111 .863 

2 122.449 0.046 .740 

3 62.625 0.018 .510 

4 41.220 .097 .877 

Table 2: Estimation Results of SRGM1 

 

Release a  
1b  2b    

1 123.008 .018 .498 .735 

2 134.861 .005 .067 .557 

3 54.625 .018 .018 .510 

4 48.761 .053 .153 .861 

Table 3: Estimation Results of SRGM2 

 

Release a  b    

1 98.918 .348 .967 

2 118.624 .254 .927 

3 63.072 .239 .868 

4 41.760 .361 .953 

Table 4: Estimation Results of SRGM3 
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Release a  b   
  

 
  

  

1 132.200 .003 1.224 .002 .475 

2 150.501 .002 1.734 0.083 .472 

3 70.550 .001 2.450 .083 .268 

4 53.883 .010 7.259 .018 .673 

Table 5: Estimation Results of SRGM4 

 

Release a  b   

1  

 

1  

  

1 149.941 0.075 .877 .001 .269 

2 124.298 0.014 1.377 .012 .622 

3 65.312 .045 1.978 0.025 .570 

4 44.518 0.066 1.821 .078 .864 

Table 6: Estimation Results of SRGM5 

 

A. Goodness of Fit criteria  

The goodness of fit for a software reliability growth model suggests that “how well it fits a list of observed data”. Different measures 

of goodness of fit summarize the disagreement between the values obtained with the proposed model and the values recorded from 

real software data. 

        a) Mean Square Error (MSE) 

The difference between the actual data values, )(ˆ itm and the predicted values yi is measured by MSE using the following formula.  







k

i

ii

k

ytm
MSE

1

2))(ˆ(
 

Where k represents the total number of observations.  

b) Bias 

The difference between the observed and predicted number of faults at any instant of time i is known as PE i. (Prediction error). The 

mean value of predictions errors is termed as bias. Lower the value of bias, better is the goodness of fit. 

c) Variation 

The standard deviation of prediction errors is termed as variation. A lower value indicates less fitting error. 

    



2

1
1 BiasPE

N
Variation i

                      
d) Root Mean Square Prediction Error (RMSPE) 

It is a measure of closeness with which a model predicts the observation. A lower RMSPE value indicates less fitting error. 

 22 VariationBiasRMSPE 
                        

In all the above comparison criteria lower is the value better is the goodness of fit... 

e) Coefficient of Multiple Determination ( 2R ):  

The ratio of the sum of squares resulting from the trend model to that from constant model subtracted from 1 is denoted as the 

coefficient of multiple determination... 

2 Re
1

sidual sumof square
R

Corrected sumof square
   

Higher the value of 2R better is the goodness of fit. 

 

SRGM-1 Release 1 Release 2 Release 3 Release 4 

M.S.E. 26.826 17.164 6.128 1.234 

2R  .967 .990 .990 .995 

Bias -1.756 -2.331 -1.038 -.175 

Variation 4.998 3.476 2.347 1.127 

RMSPE 5.298 4.185 2.567 1.141 

Table 7: Comparison Criteria Results of SRGM1 
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SRGM-2 Release 1 Release 2 Release 3 Release 4 

M.S.E. 12.049 8.608 4.361 1.005 

2R  .985 .993 .990 .995 

Bias -0.402 -.407 -.458 -.057 

Variation 3.537 2.985 2.128 1.028 

RMSPE 3.560 3.013 2.177 1.030 

Table 8: Comparison Criteria Results of SRGM2 

 

SRGM-3 Release 1 Release 2 Release 3 Release 4 

M.S.E. 50.600 29.797 5.372 1.717 

2R  .938 .977 .987 .991 

Bias -2.610 -1.940 -0.623 -.310 

Variation 7.239 5.458 2.338 1.308 

RMSPE 7.695 5.793 2.420 1.344 

Table 9: Comparison Criteria Results of SRGM3 

 

SRGM-4 Release 1 Release 2 Release 3 Release 4 

M.S.E. 8.124 7.852 5.835 1.270 

2R  .990 .994 0.986 .993 

Bias -0.410 -0.056 -0.137 -0.066 

Variation 2.894 2.878 2.519 1.156 

RMSPE 2.923 2.879 2.523 1.156 

Table 10: Comparison Criteria Results of SRGM4 

 

SRGM-5 Release 

1 

Release 

2 

Release 

3 

Release 

4 M.S.E. 6.292 6.565 4.410 .984 

2R  .992 .995 .990 .995 

Bias -.162 -.460 .453 -.040 

Variation 2.568 2.590 2.142 1.019 

RMSPE 2.573 2.630 2.189 1.019 

Table 11: Comparison Criteria Results of SRGM4 

 

  
Figure 1: Goodness of fit curve for Release 1  Figure 2: Goodness of fit curve for Release 2 
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Figure 3: Goodness of fit curve for Release 3 Figure 4: Goodness of fit curve for Release 4 

 

Looking at the comparison criteria results given in table VII to XI we see that SRGM 5 fits best on the data set. This is due to the 

flexible nature of gamma distribution combined with exponential distribution. Second best SRGM for the data set is SRGM 4 which is 

obtained by combining exponential and Normal distributions. On the other hand SRGM 3 has poor fitting to the data set due to its S-

Shaped nature. 

 

4. Conclusion 

In this paper we have proposed a generalized framework for modeling multi release of two dimensional SRGMs under the effect of 

FDP and FCP. The proposed approach suggests a framework for interaction between various dimensions of software reliability 

metrics. Testing time and testing coverage is used to designa a two dimensional framework in our study. To capture the joint effect of 

testing effort and testing time, we have used the Cobb-Douglas function in our proposed approach. Comparison criteria results are 

given for different set of mean value function obtained on combining different set of distribution functions. 

Our work considers that the fault removal takes place with certainty, and no new faults are added during this process i.e. our work 

does not incorporates the phenomenon of imperfect debugging or error generation during testing. Also we have considered two 

dimesnions for modeling which may be extended for multiple dimensions. In future we can extend our model to incorportae the 

phenomenon of change-point and imperfect debugging in our model to make it a more realistic and generalized framework. 
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