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1. Introduction 

Feature Selection is the process for selecting the subset of relevant features by removing redundant, irrelevant and noisy data from the 
original dataset. In real-world data, the representation of data often uses too many features, but only a few of them, may be related to 
the target concept. There may be redundancy in the original data sets. But they are not necessary to incorporate into the task of 
modeling. Feature subset selection is otherwise defined as the process of identifying and removing the irrelevant and redundant 
attributes as possible. This operation reduces the dimensionality of the data sets, which in turn to allow the learning algorithms to 
work faster and more effectively. The prime objective of the feature selection approach is machine learning as well as data mining 
with minimum feature to get maximum accuracy. Based on the nature of Feature selection approach, it has been categorized as filter 
approach, wrapper approach and hybrid approach. In filter approach, the features were selected based on the criteria which are 
independent of the particular learning algorithm applied to the data. In wrapper approach, the feature selection is based on a wrapper, 
which is a subset of attributes and are evaluated with a learning algorithm [BOYA11] 
 

2. Literature Review 

Feature selection is the process of choosing subset of features enough to describe the target concept. In earlier days, large numbers of 
algorithms or methods were proposed for feature selection. They are evaluated based on the concept of target value and are 
categorized into two as search strategy and algorithms evaluation strategy. Feature selection process will also reduce the 
dimensionality of the data sets. Thus the reduced feature set helps to allow the learning algorithms to operate faster and more 
effectively. The feature set having relevant feature results better the model in the classification. The feature set approach is said to be a 
good when the approach or algorithm eliminates the redundant and irrelevant feature effectively. At the same time, the feature 
selection technique should bring the minimum subset of features which is able to model the target most appropriately. Finding the 
minimum feature with more relevancies and less redundancy in the feature space would reduce system complexity and it will reduce 
the system processing time. This in turn saves the computation resources as well as processing time.  In general, feature selection or 
feature reduction approaches are widely used in image processing, data mining and machine learning as well as artificial intelligence. 
Feature Selection plays a critical role in many domains for creating the model. There is a serious challenge with limited training 
samples for selecting useful features by existing feature selection algorithms. 
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[KIRA92] Kira and Rendell proposed the Relief Algorithm. Statistical method is used in Relief instead of Heuristic search. Relief 
requires linear time in the number of given features and number of training instances regardless of the target concept to be learned. It 
selects the statistically relevant features. Relief-F [KONO94, [KONO96] is the extension of Relief algorithm. This Relief F has 
enabled to work with noisy and incomplete datasets and to deal with multi-class problems. RelieveD [JOHN94] is a deterministic 
version of Relief. It uses all instances and all near-hits and near-misses of each instance. This results in the equivalent of running 
Relief for an infinite amount of time. The EUBAFES (Euclidean Based Feature Selection) [SCHE97] algorithm weights and selects 
features similarly to the Relief algorithm. It is also a distance-based approach that reinforces the similarities between instances that 
belong to the same class while deteriorating similarities between instances in different classes. A gradient descent approach is 
employed to optimize feature weights with respect to this goal. In real world data, the representation of data often uses too many 
features. But only a few features may be used to relate the target concept. In the bulk set of data, there is possibility of repetition of 
features. This is otherwise called as redundancy. In case of bulky or normal data sets, there will be irrelevant features sets. These 
irrelevant features do not have any influence for modeling. The novel feature selection algorithm should remove the redundant and 
irrelevant features. Feature selection is the process of identifying and removing the irrelevant and redundant features information as 
possible. This reduces the dimensionality of the data and may allow learning algorithms to operate faster and more effectively. This 
will in turn increase the accuracy level on future classification. Principle component analysis and compression (information theory) 
plays major role for feature selection by way of eliminating the features with less information for prediction [SAE 07]. These 
approaches have adopted the feature selection technique for different areas to improve the model [LIU 09]. J. Hua et.al [HUA 09] 
reports that comparison of some famous feature selection method in the area of bioinformatics. The methods are information Gain, 
Gini Index, t-test, Sequential Forward Selection (SFS).. According to him, the Feature selection in biological area is inevitable but 
quite challenging. Among the existing feature selection algorithms, the Relief and its variants are considered as successful one due to 
its simplicity and effectiveness. Relief algorithm was first proposed in [KIR 92]. After that lot of variants came to usage for feature 
selection. Every variant has its own merits and demerits depending on the nature of data sets. The key idea of Relief is to iteratively 
estimate feature weights according to their ability to discriminate between neighboring models. Relief was extended to handle noisy 
and missing data and solve multi class issues which the original Relief algorithm cannot deal with [ROB 03]. This Relief algorithm 
was named as Relief F. Subsequently, in order to explore the framework of expectation maximization, Iterative-Relief is put forward 
in [SUN 07]. Adaptive Relief is termed as A-Relief. This A-Relief algorithm offers an effective feature subset for the further 
identification [WEN 12]. Likewise, many variant of Relief algorithms are available in the feature selection domains.  
 

3. Preliminary Work on Feature Selection Relief Algorithm  
The Relief algorithm was proposed by Kira and Rendell in year 1992. According to Kira and Rendell [ Kira and Rendell, 1992b, Kira 
and Rendell, 1992a], The Relief algorithm weights each feature according to its relevance to the class. Initially, all weights are set to 
zero and then updated iteratively. In each iteration, this non-deterministic algorithm chooses a random instance i in the dataset and 
estimates how well each feature value of this instance distinguishes between instances close to i. In this process two groups of 
instances are selected: some closest instances belonging to the same class and some belonging to a different class. With these 
instances, Relief will iteratively update the weight of each feature and it differentiates data points from different classes while, 
simultaneously, recognizing data points from the same class. At the end, a certain number of features with the highest weights is 
selected. In an alternative version, a threshold may be used in such a way that only the features with weights above this value are 
selected.  
 
4. Relief Algorithm 

The Relief algorithm was first described by Kira and Rendell [KIRA92] as a simple, fast, and effective approach to attribute weighing. 
The output of the Relief algorithm is a weight between −1 and 1 for each attribute, with more positive weights indicating more 
predictive attributes. The pseudo code for Relief is shown below. The weight of an attribute is updated iteratively as follows. A sample 
is selected from the data, and the nearest neighboring sample that belongs to the same class (nearest hit) and the nearest neighboring 
sample that belongs to the opposite class (nearest miss) are identified. A change in attribute value accompanied by a change in class 
leads up to weighting of the attribute based on the intuition that the attribute change could be responsible for the class change. On the 
other hand, a change in attribute value accompanied by no change in class leads to down weighting of the attribute based on the 
observation that the attribute change had no effect on the class. This procedure of updating the weight of the attribute is performed for 
a random set of samples in the data or for every sample in the data. The weight updates are then averaged so that the final weight is in 
the range [−1, 1]. The attribute weight estimated by Relief has a probabilistic interpretation. It is proportional to the difference 
between two conditional probabilities, namely, the probability of the attribute’s value being different conditioned on the given nearest 
miss and nearest hit respectively [ROBN03]. 
 

set W[a] = 0 for each attribute a 

for i = 1 to n do 

select sample si from data at random 

find nearest hit sh and nearest miss sm 

for each attribute a do 

∆Wi[a] = diff(a, si, sm) - diff(a,sj, sh) 
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W[a] = W[a] + ∆Wi[a] 

end for 

end for 

for each attribute a do 

W[a] = W[a] / n 

end for 

where diff(a, si, sj)  = 0, if si[a] = sj[a] 

= 1, if si[a] ≠ sj[a] 
 
Pseudo code of Relief algorithms 

 

5.  Experimental Methodology 
The classification experiment is carried out in pest and weather data set in cotton to find the accuracy level of the Relief algorithm. 
The pest and weather data is taken from crop pest decision support system at Coimbatore cotton research station. Naive Bayes 
Classifier is used to evaluate the classification accuracy. Pest is the class attribute. The classification of the pests directly depends on 
13 attributes such as crop, location, observation, week, pest value, maximum temperature, minimum temperature, relative humidity1, 
relative humidity2, rain fall, wind speed, sunshine hours and evaporation.  

 
Table 1: Pest and weather data set for cotton plant 

 

The evaluation measures such as Precision, Recall and F Measure are taken for experiments. In a classification task, the precision for a 
class is the number of true positives (i.e. the number of items correctly labelled as belonging to the positive class) divided by the total 
number of elements labelled as belonging to the positive class (i.e. the sum of true positives and false positives, which are items 
incorrectly labelled as belonging to the class). Recall in this context is defined as the number of true positives divided by the total 
number of elements that actually belong to the positive class (i.e. the sum of true positives and false negatives, which are items which 
were not labelled as belonging to the positive class but should have been). A measure that combines precision and recall is the 
harmonic mean of precision and recall, the traditional F-measure or balanced F-score 
 

6. Weka Experimental Editor 

To perform the Relief experiment we used Weka (Waikato Environment for Knowledge Analysis)- a powerful open-source Java based 
machine learning tool that can be run on any computer that has a Java run time environment installed. Weka brings together many 
machine learning algorithms and tools under a common frame work with an intuitive graphical user interface. Weka has two primary 
modes: a data exploration mode and an experiment mode. The explorer provides easy access to all of Weka’s data preprocessing, 
learning, attribute selection and data visualization modules in an environment that encourages initial exploration of the data. The 
experimenter allows large scale experiments to be run with results stored in a database for later retrieval and analysis. Figure 1 shows 
the configuration panel of the experimenter. 
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Figure 1: Weka experimenter 

 

7. Experimental Results and Analysis 

 

7.1. Classification and Attribute Selection Results  

The result shows that the class attribute pest classifies the data set in to two classes such as miridbug and mealbug. Six instances are 
classified as Miridbug class and three instances are classified as Mealybug. The detailed accuracy by class is shown in the weka 
screen. The true positive rate, false positive rate, precision, recall and fmeasure  are computed and the results are produced through 
weka explorer. The classification result is shown by the confusion matrix. Precision is defined as the fraction of retrieved instances 
that are relevant and Recall is defined as the fraction of relevant instances that are retrieved. Both precision and recall are therefore 
based on an understanding and measure of relevance. High precision denotes that an algorithm returned substantially more relevant 
results than irrelevant, while high recall means that an algorithm returned most of the relevant results. In measuring the accuracy of 
classification, a perfect precision score of 1.0 means that every result retrieved by a search was relevant whereas a perfect recall score 
of 1.0 means that all relevant documents were retrieved by the search. The weka screen represents the classification of pests before 
ranking and selecting the subset of attributes.. The average precision value for both the classes miridbug and mealybug is 0.444 and 
the average recall for both the classes is computed as 0.667.  
 

 
Figure 2: Weka explorer screen which represents the classification of pests before ranking the attributes 
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Figure 3: Chart represents the classification of pests 

 

7.2. Feature Selection Result 

The attributes are ranked using the search method. Training data in two classes such as Mealbug and Miridbug are evaluated. Relief is 
taken as the attribute evaluator for attribute ranking. The ranks of the selected  attributes is provided by the weka tool.  
  

 
Figure 4: Weka explorer screen which represents the ranking of attributes 

 

 
    Figure 5:  Graph represents the ranking of attributes 

 
The experiment uses weka tool to simulate and program Relief algorithm and the data from cotton research station is imported to 
calculate feature weights. In the results shown by the weka screen the data weight value of attributes location, maximum temperature, 
pest value, sunshine hours, wind speed, minimum temperature, rain fall, RH1, RH2 and standard week are all above the threshold 
value -0.025, bigger than the weight value of observation, evaporation and crop whose value are below the threshold value.Therefore 
the three features namely evaporation, year and crop are rejected from the feature subset, with the rest of features to represent the 
classification feature subset. The accuracy of the classification after ranking the attributes and selecting the attributes with the highest 
weight is computed in terms of the accuracy measures precision and recall. The average precision value for the newly classified 
attributes is 0.917 and average recall value of the attributes is 0.889. In analyzing the accuracy measures for classification before 
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attribute reduction, and after attribute reduction through ranking, the precision value of the new classification is 0.917 which is greater 
than 0.444, the classification result before attribute selection. Similarly the recall measure after ranking and reducing the subset in 
classification technique is 0.889 which is greater than the previously computed value 0.667. The experimental results are shown 
through the weka explorer screen.  
 

 
Figure 6: Weka explorer screen which shows the classification of pests after attribute selection 

 
The graph shows the classification accuracy in terms of precision and recall before and after the feature selection.  
 

 
Figure 7: Graph which represents the classification accuracy 

 

7. Conclusion 

From the experiments, the algorithm studied with pest and weather data set obtained from cotton research station. The Relief 
algorithm is found to be out performed in the feature selection and classification accuracy level. So the experiments results reveal that 
Relief is considered to be the best for feature subset evaluation. 
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