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1. Introduction 

The study of regression analysis which is a statistical tool for evaluating the relationship between a response and one or more 

predictive variables ��, … , �� has a variety of purposesand also for estimation of parameter using sample data. 

Most practical application of regression analysis utilize models that are more complex than the simple linear model. In such cases, the 

regression analysis is called multiple linear regression. Notably, Bowerman and O'connell (1997) added that we can more accurately 

describe, predict and control a dependent variable by using regression model that employs more than one in dependent variable. 

The linear regression model relating to Y to ��, … , �� is given as 

 

� = �	 +���� +⋯+���� + �         (1.1) 

Here  

a. 
�/�� , … , �� = �	 + ���� +⋯+ ����        (1.2) 

is the mean value of the dependent Variable Y when the values of the independent variables are��, … , ��. 

 

b. �	, ��, … , ��Are unknown regression parameters relating the mean value of Y to ��, … , ��. 

c. �Is an error term that describes the effects on Yof all factors other than the values of the independent variables��, … , ��. 

 

The model in Equation (1.1) is a linear regression model because the expression  

�	 + ���� +⋯+ ���� expresses the mean value of Y as a linear function of the parameters��, ��, … , �� (Franklin and 

Hariharan,1994) 

Based on suitable criteria, we will select more of these subset prediction functions for further consideration. 

The subset prediction function considered are linear in the predictor variables as well as the parameters, when there are K predictor 

variable in all, the number of possible subset prediction function could take the form 

 

� = �	 +���� +⋯+����         (1.3) 

 

Which is2
k
-1, can be quite large for example, if K=20, then the number of possible subset model is 2

20
-1= 1,048,575which might 

amount to high computational task of evaluating all possible regressions. 

Objective of Equation(1.2) is to determine how well Y may be predicted by each of the subset prediction function in equation (1.3) 

where {��, … , ��} is a subset of {��, … , ��}. 
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Various methods of variable selection have been proposed to focus on whether a single variable should be added to a model (a forward 

selection method) or whether a single variable should be deleted from a model ( a backward elimination method) because of the non- 

trivial computational problem of the all possible regression procedure. 

The combination of the forward and backward selection method which permits re-examination at every step is called stepwise 

regression procedure (efroymson, 1966; Drapper &smith, 1996; and franklin & Hariharan). 

 

2.  Methodologies of the Variable Selection Procedures 

The methodologies to be discussed are forward selection procedure, backward elimination procedure, and stepwise selection 

procedure. 

 

2.1. Forward Selection Procedure 

This method starts with the simplest function, namely, B0and successively one variable is been added at a time to the model in such a 

way that at each step a variable is added. To illustrate the idea, we describe the forward selection procedure using K=4, that is, the 

total number of predictors under consideration is four which is denoted as	��, … , ��. 

We will describe the forward selection procedure (algorithm) as follows. 

At each step of the procedure, we will have a current model, and we will choose a predictor variable that is not already included in the 

current model as the best candidate variable for adding to that model depending on any model selection criterion measure like R
2
, Cp, 

adj R
2
,Cp etc. can be used, and each measure will select the same best candidate variable. Whether or not this candidate variable 

added is actually added to the current model depends on whether a computed quantity, which is denoted by �� exceeds a criterion 

value, which we denote by F- in. The researcher chooses this criterion value to somewhat correspond to a tabled F-Value with 1 

degree of freedom in the numerator and n-(p+1) degree of freedom in the denominator, where (P+1 stands for the number of Bs in the 

model under consideration). This criterion value F-in is differently denoted in different statistical software packages. MINITAB uses 

the name F to enter to refer to the criterion value F-in, SAS use P-values in place of F-table values and so on. 

 

The algorithm (process) proceeds as follows. 

We begin with the model Bo as the current model. We calculate SSY, the sum of squared errors when using ��to predict Y. 

Calculation (or a set of calculations) is defined as a step if a predictor variable is added to the current model. 

First step, for each predictor variable��, (i = 1,…, 4) Fit the model 

�	 + ����            (2.1) 

 

by least squares and obtain SSE (��), the sum of squared errors when using ��	 +	�� ��� to predict Y. 

Choose the variable �� that will result in the smallest value for SSE(��) as the best candidate variable to be added to the current 

model.  

It is observed that the variable �� with the smallest value of SSE (Xi) at this step is the same variable ��with the largest value of R
2
 

(��) oradjR
2
 (��), or the smallest value of Cp(��). Thus, any of the criteria can be used in place of SSE to identify the best candidate 

variable at each step.  

Their results are the same. However, we will use the smallest SSE to simplify discussion. Let assume the variable to be��.  

 

�� =
�������	(��)

���(��)
           (2.2) 

 

Where MSE (��) = SSE (��)∕(n-2) and SSY is the total(corrected) sum of squares of the dependent variable SST. If Fc ≤ F-in, then 

the algorithm stops and the original model �	 is the final model. If Fc> F-in, then add X1 to the current model which makes it.  

 

�	 + ����            (2.3) 

 

We proceed to the second step. 

Second step, the current model is�	 + ����. The predictor variables that is not in this step are��, � , ��,for i= 2,3,4. At this point,we 

fit the model  

 

�	 + ���� + ����           (2.4) 

 

and obtain SSE (��, ��). Choose the variable Xi that result in the smallest value for SSE(��, ��) as the best variable to be added to the 

current model. Assume that the variable is X2. Then we calculate 

 

�! =
���(��)����(��,��)

���	(��,��)
          (2.5) 

 

Where, 

MSE (��, ��) = SSE (��, ��) ∕ (n-3)  
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Like before ,ifFc ≤ F- in,the algorithm stops and we choose the model in Equation(2.3) as the final model, but if Fc > F-in, then add 

X2  to the current model which makes it  

 

�	 + ���� + ����           (2.6) 

 

This process continues until all the predictor variables are already included in the current model, which implies that there is no need to 

proceed further and the algorithm stops.  

In this case at the fourth step the final model becomes  

 

�	 + ���� + ���� + � � + ����        (2.7) 

 

2.2backward Elimination Procedure  

 

This method begins with the present of a constant model B0 with a model that includes all of the available predictor variables, namely 

�	 + ���� +⋯+ ���� 

 

Which proceed by successively eliminating one variable at a time from the model, such that in every step, the variable removed is the 

variable contributing the least to the prediction of Y at that step. The algorithm is illustrated also using K=4, that is, X1,….,X4.  

 

At each step of the algorithm, we will have a current model and will also label a predictor variable included in the current model as the 

best variable for deletion from the model. 

Whether or not this variable is deleted from the current model depends on whether quantity computed which is denoted by FC is 

smaller than a criterion value that we call F-out. The model begins with 

 

 �	 + ���� +⋯+ ����         (2.8) 

 

as the current model. The model is fitted using the least square method and calculate SSE (��, … , ��),the sum of squared error using 

��	 +	����� +⋯+ ������to predict Y.  

 

First step, X1, X2, X3 and X4 are variables in the model of this step. For each predictor variable Xi,i= 1,,4. Fit the model obtained by 

deleting this prediction variable from the current model and calculate the corresponding SSE. Leading us to consider the following 

from models because K=4. 

B0 + B1X1 + B2X2 + B3X3     Entails that X4isomitted  

B0 + B1X1 + B2X2 + B4X4  Entails that X3is omitted  

B0 + B1X1 + B3X3 + B4X4    Entails that X2is omitted  

B0 + B2X2 + B3X3 + B4X4      Entails that X1is omitted  

 

And the corresponding SSE are SSE"��, ��,� 	#, ���"��,��,��#, ���(��,� ,��),SSE(X2,,X3,X4) respectively, suppose the first 

SSE is the smallest amongst them i.e. SSE (X1 ,X2,X3). Which implies that if we want to delete one of the predictor variable in the 

current model, the best choice variable to delete will be X4 because the three remaining predictors $%,$&	'()	$* are the best predictor 

subset models of the current model.  

The computed quantity becomes  

 

�! = 	 ���
(��,��,� )����(��,��,� ,��)

���(��,��,� ,��)
         (2.9) 

 

Where MSE (X1,...,X4) = SSE (X1,…,X4)∕(n-5). 

If  Fc>F-out, then the algorithm stops and the model in equation (2.8) is chosen as the final model, which means that no variables are 

deleted in the first step and the variable in the model are��, … ,,X4. But if   Fc≤ F-out, then X4is deleted from the current model. When 

X4is deleted from the first step, then  

 

B0 + B1X1 + …+ B3X3             (2.10) 

 

is the remaining model containing variables X1, X2, X3.  

 

Second step, since Equation (2.10) is the current model for each predictor	��, (i = 1, 2, 3)  

Fit the model obtained by deleting the predictor variable from the current model and calculate the corresponding SSE that leads us to 

consider the following three models  
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B0 + B1X1 + B2X2  Entails that X3 Is omitted  

B0 + B1X1  + B3X3   Entails that X2 Is omitted  

B0  + B2X2 + B3X3      Entails that X1 Is omitted  

 

Which corresponding SSE are SSE(X1.X2),SSE(X1.X3) and SSE (X2.X3) Respectively. Suppose the smallest amongst these SSE is 

SSE (X1.X2). We calculate  

 

�! = 	
���	(��,��)����(��,��,� )

���(��,��,� )
         (2.11) 

 

Where MSE (X1, X2,X3) = SSE ( X1, X2 , X3) / (n-4) 

If Fc > F-out, then the algorithm stops and Equation (2.10) is chosen as the final model. Otherwise, if Fc ≤ F- out, then delete 

X3from the current model. When X3is deleted in the second step then  

 

B0 + B1X1 + B2X2             (2.12) 

is the remaining model containing variables X1and X2. We proceed till the fourth step where X1 is deleted and the procedure 

terminates.  

 

2.3. Stepwise Procedure  

The stepwise procedure is the combination of the forward selection and the backward elimination procedure which allows re-

examination at every step. Although, there are many versions of stepwise procedures but we will only discuss one in detail.  

The predictor variable are K=4, then we start with an initial (current) model with no predictors B0or the full model B0 + B1X1 + B2X2 + 

B3X3 + B4X4 or any other subset model. The algorithm will proceed in two stages 

First stage, we start with the current model and perform the backward selection procedure as many times as is necessary until no more 

variables can be deleted. If the current model is B0, omit this stage and go to the second stage.  

Second stage, we begin with the final model of the first stage and perform the forward selection procedure once. If a predictor variable 

is added to the current model, then go back to the first stage.  

If no predictor variable is added to the current model at this stage, then the procedure terminates because no variable can be added to 

the current model and no variable can be removed from the current model. In this case, that current model is selected as the final 

model.  

 

3. Model Selection Criteria 
Many selection criteria for choosing the best model has been proposed. These criteria are based on the principle of parsimony which 

suggests selecting a model with small residual sum of squares with as few parameters as possible.  

Hocking(1976)reviewed eight criteria while Bendel and Afifi (1977) compared also eight criteria but not all the same as hockings.  

A selection criterion is an index that can be computed for each candidate model and used to compare models (Kleinbqum et al, 1987). 

We shall consider four criteria:R
2,
MSE, R

2 
adj, and Cp.  

 

3.1. Multiple Coefficient of Determination  

The Multiple coefficient of determination  R
2
 is the proportion of the total (corrected) sum of squares of the dependent variables 

explained by the independent variables in the model:  

 

,� =	 ��,
���

= 	 �������
���

= � −	���
���

         (3.1) 

 

The objective is to select a model that accounts for as much of the variation in Y. Observe that in the above Equation (3.1) , SSY is the 

same as SST. The use of the R
2
 Criterion for models building requires a judgment as to whether the increase in R

2
 from additional 

variables justifies the increased complexity of the model (Rawlings et al., 1998).  

 

3.2. Mean Square Error 

The mean square error (residual) is an estimate of .2
if the model contains all relevant independent variables. If relevant independent 

variables have been omitted, then the mean square error is biased. Including an unimportant independent variable will have little 

impact on the mean square error, as variables are added to the model, is for it to decrease towards .2
 and fluctuate around .2

 once all 

relevant variables have been included. 

 

3.3. Adjusted Multiple Coefficient of Determination  

The adjusted R
2
, denoted as adj R

2
, is a rescaling of R

2
by degree of freedom so that it involves a ratio of mean square rather than sum 

of squares: 
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/01	,� = � − ���

���
= � − "��,�#(2��)

(2�3)
= � − (��,�)(2��)

(2�4��)
       (3.2) 

 

3.4. MALLOWS’Cp Criterion 

The Cp criterion was proposed by mallows (1973), and  

 

�3 = ����
��

+ �3 − 2 =
���3
��

+ �(� + �) − 2       (3.3) 

 

Where S
2
is an estimate of	.2

,n is the number of observation, SSEp is the sum of squares error(residual)from the P variable subset 

model.  

 

4. Numerical Data and Result Analysis  

The data in the research work is a secondary data collected from the department  of statistics , University of port Harcourt 1998/1999 

Academics Session, where the predictive variables are the joint Admission and Matriculation Board (JAMB) subjects offered by the 

respective students of the department that were given  provisional Admission into the university , while the response variableis the 

grade point aggregate(GPA) of the respective students at the end of the first year that comprises of first and second semester 

examination. 

 
 

 

 

4.1. Regression Analysis: GPA versus English, Maths, Chemistry, Physics 

4.2. Stepwise Regression: GPA versus English, Maths, Chemistry, Physics 
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4.3. Stepwise Regression: GPA versus English, Maths, Chemistry, Physics 

4.4. Stepwise Regression: GPA versus English, Maths, Chemistry, Physics 
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Using MINITAB statistical software in analyzing the above mentioned procedures, the same subsets of independent (predictor) 

variables were selected for forward selection procedure, backward elimin

Maths (X2), Chemistry (X3), and Physics (X4). 

 

Their regression equation is given as 

� GPA = 3.55 – 0.0254MATHS – 0.0159CHEMISTRY + 0.0313PHYSICS

 

Their root mean squared error (S)is 0.342, multiple c

determination (adj,�) is 39.62 and Mallows’�� 

 

5. Conclusion 

The forward selection procedure is a version of stepwise procedure since it gives the same result as the stepwise method. The 

backward elimination procedure performed exactly the same as

procedure, the full model in Equation (2.8) was chosen as the initial model. None of the three methods examines all possible subsets 

of the procedures.  It is often used because it is less computationally expensive compared to the all

especially when the number of explanatory variable is so large, that is, for 

The 5& method is actually reasonable for the purpose of selection and it gives a clear idea about increase in variation explained by

regression equation in terms of adding new variable in the model.
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