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1. Introduction 

Nowadays, there is a huge amount of data found in different web platforms worldwide, one of the most important data 
sources is the Wikipedia [1] which includes information about everything in our life. Semantic Web technology [2] became 
one of the most important techniques which used to increase the quality of data through the web be transforming the data 
format from unstructured data to structured data. Through this research we will focus on clarifying the rule of semantic 
web [3] in improving the quality of data using different mechanisms and we will show how to improve the performance of 
data by reducing the response time of querying this information through semantic web query language aided by big data 
tools.  The rest of research will is organized as follow: Section 2 focuses on the literature review which may be similar to 
our methodology. Section 3 discusses our main proposed methodology for this research. Section 4 presents the analysis of 
the proposed architecture according to its implementation and the conducted results. Finally, section 5 concludes our 
paper and discusses the possible directions for future work.  
 
2. Research Problem 

One of the main problems that faced Wikipedia is that it represents its information in un-structured format, which 
leads to quality problem according to the mismanagement of this information such as the difficulty of processing this 
information or query it. Also, through this research we will focus on another problem which relates to the huge size of 
Wikipedia data, however the sematic web technology help us to improve the quality of data but the problem still found 
when we talk about large amount of data which leads to another quality problem such as the performance and the 
response time of querying. 
 
3. Research Objectives 

The main objective is how to get use of this huge amount of data and put it in a simple form to produce an accurate 
results using quality technique semantic technology. 
 
4. Research Hypothesis 

The research wills discus certain hypotheses such as it,    
 There is a significant relationship between improving the Total data quality management using the semantic 

technology. 
 There is a significant relationship between improving the performance of data query using the semantic 

technology in big data environment. 
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5. Literature Review 
The field of information quality (IQ) has experienced significant advances during its relatively brief history. Today, 

researchers and practitioners alike have moved beyond establishing information quality as an important field to resolving 
IQ problems—problems ranging from IQ definition, measurement, analysis, and improvement to tools, methods, and 
processes. The purpose of this TDQM methodology is to deliver high quality information products (IP) to information 
consumers [14]. 

Total Data Quality Management (TDQM) as proposed by Wang [13] is one of the most prominent methodologies 
for managing data quality. Based on the principle that the quality of data needs to be managed similar to the management 
of product quality, it describes an adjusted lifecycle of quality management suitable for data. 

Semantic data is widely available and the development and application of ontologies have been gaining big 
momentum in a range of application domains, such as government organizations, healthcare or media [16], several 
semantic groups have been building or contributing to the development of ontologies 
 
6. Classification of Data Quality Principles in the Semantic Web  

The main goal behind using Linked Data is to easily enable knowledge sharing and publishing. The basic 
assumption is that the usefulness of Linked data will increase if it is more interlinked with other data; Tim Berners-Lee 
defined 4 keys principles for publishing [17]:  

 Make the data available on the web: assign URIs to identify things.  
 Make the data machine readable: use HTTP URIs so that looking up these names is easy.  
 Use publishing standards: when the lookup is done provide useful information using standards like RDF. 
 Link your data: include links to other resources to enable users to discover more things.  

By following these guidelines, a certain level of uniformity is achieved, which increases the usability of data. To fully 
leverage all the benefits of the Semantic Web, data quality principles in Semantic Web should embrace and adopt the 
guidelines for Linked Open Data. Building on these principles and based on our experience with powerful data integration 
software to extract, transform, and load data from applications, databases and other data sources, we have derived five 
principles for data quality in the Semantic Web. These principles are: 

 Quality of data source: This principle is related to the availability of the data and the credibility of the data 
source. 

 Quality of raw data: This principle is mainly related to the absence of duplicates, entry mistakes, and noise in 
the data. 

 Quality of the semantic conversion: This principle is related to the transformation of raw data into rich data by 
using vocabularies.  

 Quality of the linking process: This principle is related to the quality of links between two datasets. 
 Global quality: This principle is cross-cutting the other principles and covers the source, raw data, semantic 

conversion, reasoning and links quality. 
 

7. Methodology 
Improving the quality of a huge amount of data which is represented in Wikipedia content according to our 

predefined hypotheses is considered the main contribution of our work. The research methodology is based on semantic 
technologies that help us to enrich the content of web and increase the efficiency and usability of this data by converting 
the unstructured data to structured form; the thing which converts the view to web content from just represented data to 
an intelligent one. 

Through semantic web technologies users can use an intelligent query language called SPARQL [4] which allows 
them to perform more difficult and complicated queries about the sematic data.  Hence the semantic projects such as 
DBpedia and Linked Open Data [5] began to improve the quality of web data by moving the unstructured data of Wikipedia 
to its accurate and structured form. Also, Linked open data (LOD) enhance the quality of web content by linking different 
resources together to represent the same entity the thing which increase the availability and querying time performance.  
Also one of our data quality improvement contribution is launching the Arabic Chapter of DBpedia [6,7] at the beginning of 
2017 which aims to improve the quality of Arabic content through the web against its English one as clarified in this 
special case where there are two different keywords have the same meaning through the same predicate: “birth Name” 
and “birth name”. Although they have the same meaning but in English chapter of DB pedia [8], the retrieved results are 
different results as shown in Figure.1 and Figure.2. But by using the new Arabic chapter we improved the quality of data 
by using the Arabic property "تاریخالمیلاد"to retrieve the same results in anyway. 
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Figure 1: English SPARQL Query and Its Results  

Using Predicate “Birthname” 
 

 
Figure 2:  English SPARQL Query and Its Results Using 

 Predicate “Birthname” 
 

Also we can improve the quality of data in term of accuracy by perform a sophisticated queries using SPARQL 
which is not easy to be performed by any traditional query languages as shown in figure 3.  

 

 
Figure 3: Sample of Sophisticated Arabic SPARQL  

Query about the Wife of MICROSOFT Owner 
 

Secondly, we focus through this research of how to deal with the large amount of structured data using the new 
big data ecosystems platforms. So that our contribution here is to usea framework through which we can use big data [9] 
query languages over Hadoop [10] such as HiveQL [11]or SPARK SQL [12] instead of using a traditional semantic query 
language (SPARQL) to improve the quality of data by increasing the performance and query processing time aided by  
accurate results. 

 In this framework, DBpedia datasets are converted into Comma-Separated Values (CSV) files instead of using its 
traditional format either RDF or N3 format. 

 After that the converted CSV datasets are Loaded it in HDFS in Hadoop that we used here as a distributed file 
system. After that, Map-Reduce model [13] divides the massive datasets and performs parallel processing tasks on 
them. 

 Then the hive ecosystem will be enabled over Hadoop platform to process the loaded data from HDFS by using its 
specific query language HiveQL. 
Finally instead of using SPARQL as query language which will be able after this enhancement to perform any 

sophisticated query regarding to its huge size.Also we can improve the quality of retrieved data by using SPARK SQL as 
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recent query language of Big Data technologies instead of using HiveQL to prove that the quality of SPARK SQL query 
language Shark provide a better performance than Hive QL and hence SPARQL. So that it became the first choice to query a 
huge amount of semantic content as shown in Figure 4. 
 

 
Figure 4: Proposed Framework 

 
8. Implementation and Conducted Results  

The proposed framework was delivered as a desktop application using Scala programming language to allow 
users to query any row of data stored in DB pedia datasets which are sized as 2 GBs in form of 4 million records. 
Physically, our practical cases needed to be evaluated through Intel Core I5 with 4 GBs memory and 160 GBs hard disks 
with Ubuntu 12.04 Linux operating system.  

After performing our case studies we can prove our proposed hypothesis such as"to what extent the semantic web 
technology help in improving the quality of data?" and “How the using of Hive QL query language instead of SPARQL query 
language improve the quality of data in form of performance and accuracy in case of large amount of data?” We have set of 
test cases varying from simple to sophisticated queries that run using both SPARQL and HIVE-QL measuring the retrieval 
time of each query language for each test case as shown in figure 6. 
 

 
Figure 5: Query Execution Time for Different Queries Using  

Three Different Query Languages 
 

Through this section we perform an evaluation study on our proposed framework to test the quality improvement 
by using the big data technologies and semantic web techniques to prove the truth of our hypotheses and vice versa. Our 
evaluation mythology depend on set of quality assurance factors such as availability, usability, stability, efficiency and 
performance of querying execution time as shown in figure 6. 

 

 
Figure 6: Quality Evaluation Factors of Proposed Framework 

 
Due to that, this methodology prove the truth of our hypotheses which lead us to that the semantic web has significant 

impact on improving the quality of web data which are suffered from non-usability due to set of problems such as un-
structuring or heterogenetic problems. 

 
9. Conclusions and Future work  

Through this research we illustrated the impact of using information technologies such as semantic web 
technologies in improving the quality of data a converting it from unstructured format to structured one and hence 
increase the usability of this data in different aspect. Also, this research shows how to use semantic query language 
SPARQL to perform sophisticated queries which enable users to ask about more advanced information in accurate form. 
After that we clarified the important role of using big data techniques such as Hive and SPARK in improving the 
performance of data especially when users need to process huge amount of data as another aspect of quality management 
factors. Our future work will focus on how to improve the quality of data using artificial intellenegence and machine 
learning techniques to improve the data prediction and recommend the best scenarios for data usage.  
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